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Last Lecture

1 Handwriting recognition

2 Automated scribing from notes or audio
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Today

1 Deep Learning for OCR/Handwriting Recognition

2 NLP for summarization, topic segmentation, generating an automated
and structured EHR
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Deep Learning for OCR
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Ideal Digital Scribe
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Challenges in Digital Scribing
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Challenges in Digital Scribing
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Today’s Lecture

1 DL for OCR

2 NLP methods for extracting topic segmentation and generating an
automated and structured EHR
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Sequence structure in NLP

Example

I love this car! Positive Sentiment

Example

I am not sure I love this car! Negative Sentiment

Example

I don’t think its a bad car at all! ! Positive Sentiment

Example

Have to carry the context(state) from some-time back to fully
understand what’s happening!
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Sequence to Sequence Model (LSTM) Applications
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Applications of NLP for Digital Scribing

Applications

1 Topic Modeling/Topic Segmentation

2 Notes/Document Summarization

3 Chat bots

4 More?
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Topic Modeling
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Topic Modeling vs Topic Segmentation

ICE #0

Which of the following statements are true:
a They refer to the same set of techniques

b Topic segmentation deals with segregating sentences into topics while
topic modeling gives overall understanding of topics in a document

c Topic Modeling can be used to do topic segmentation

d Topic segmentation tells us how many topic segments exist in a
document
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Document Summarization

(Univ. of Washington, Seattle) EEP 596: AI and Health Care k Lecture 11 May 15, 2022 16 / 43



Document Summarization — Extractive
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Evaluation Metrics

1 ROUGE score: Recall-Oriented Understudy for Gisting Evaluation

2 ROUGE-N: N-gram overlap between two summaries (expressed as a
fraction or percentage)
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ICE #1

ROUGE-1

Consider the truth summary and an automated summary of an article on
document summarization of medical documents ! Find the ROUGE-N
score based on finding the proportion of N-grams in the truth summary
that are also in the automated summary for N = 1.
Truth Summary: The paper discusses thoroughly the promising paths
for future research in medical documents summarization. It mainly focuses
on the issue of scaling to large collections of documents in various
languages and from di↵erent media.
Automated Summary: This paper discusses summarization for medical
documents including issues of scaling to large collections.
ROUGE-1 =
a) 0.31 b) 0.25 c) 0.38 d) 0.45

Reference paper!
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https://arxiv.org/pdf/cs/0504061.pdf


Rouge Metrics

Variations

Rouge-N where N = 1, 2, L.
Recall (Default), Precision, F-score
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ICE #2

ROUGE-1 precision

Consider the truth summary and an automated summary of an article on
document summarization of medical documents ! Find the ROUGE-N
precision score based on finding the proportion of N-grams in the
automated summary that are also in the truth summary for N = 1.
Truth Summary: The paper discusses thoroughly the promising paths
for future research in medical documents summarization. It mainly focuses
on the issue of scaling to large collections of documents in various
languages and from di↵erent media.
Automated Summary: This paper discusses summarization for medical
documents including issues of scaling to large collections.
ROUGE-1 precision =
a) 0.8 b) 0.86 c) 0.92 d) 0.98

Reference paper!
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Document Summarization
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Evolution of DNN architectures for NLP!
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Evolution of DNN architectures for NLP!
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ICE #3

RNN vs LSTM

Which of the following statements are NOT true?

1 LSTM doesn’t have the exploding/vanishing gradients issue as it
occurs in RNNs

2 LSTM applies to sequential language tasks while RNNs applies to
non-sequential language tasks

3 LSTM is better than RNN in most language tasks

4 LSTMs can be used for machine translation tasks
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LSTM with attention
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BERT - Bi-directional Encoders from Transformers
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BERT Embeddings
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BERT pre-training

Two Tasks
1 Masked LM Model: Mask a word in the middle of a sentence and

have BERT predict the masked word

2 Next-sentence prediction: Predict the next sentence - Use both
positive and negative labels. How are these generated?

ICE #4: Supervised or Un-supervised?

1 Are the above two tasks supervised or un-supervised?

Data set!

English Wikipedia and book corpus documents!
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ICE #5

MLM

What’s the real point of using masked language models (MLM) as
compared to regular language models (LM). Select ones that apply!

1 MLMs are used to learn how words fit together in a sentence

2 MLMs incorporate context from both directions and hence lead to
better embeddings and predictions as compared to LMs

3 MLMs are great for complicated language tasks such as QA where
you need to understand the sentence as a whole to give an
appropriate answer to a question
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Challenges in Digital Scribing
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Medical Notes Summarization ! Automated EHR

Requirements and Recipe

1 Summary needs to be structured. Structuring summaries through
topics can help. E.g. Past medical history, Current complaint, Past
medication, Diagnosis, Next Steps

2 Topic segmentation can be used to identify sentences that are
candidates for each topic summary.

3 For each topic, candidate sentences can go through a summarization
model to obtain a summary

4 Special consideration to preserve ‘critical medical observations’ in the
topic summaries.
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