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Last Lecture

1 Explainable and Interpretable models
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Today’s Lecture

1 More on Explainable models

2 Visualization tools for deep learning

3 Wrap up
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LIME - Model Agnostic Explainable Framework
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LIME

Local Interpretable Model-Agnostic Explanations

1 Local

2 Model Agnostic
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LIME

Local Interpretable Model-Agnostic Explanations

1 Choose the ML model and a reference point to be explained

2 Generate points all over the space (sample X values from a Normal

distribution inferred from the training set)

3 Predict the Y coordinate of the sampled points, using the ML model

(the generated points are guaranteed to perfectly lie on the ML

surface)

4 Assign weights based on the closeness to the chosen point (use RBF

Kernel, it assigns higher weights to points closer to the reference)

5 Train Regression or Classifier model on the weighted data set.
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RBF kernel
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ICE #1

What would be an equivalent to weighting data in LIME, so the model is

based on local data points?

a) Regularize the objective

b) Cut o↵ data outside a bounding box of the point of interest

c) Sample according to the RBF kernel

d) None of above
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LIME
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LIME
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ICE #2

What would be a good way to pick � for a point of interest x?
a) Fix it apriori e.g. � = 2 as things get weighted down anyway

b) Pick based on sensitivity of objective function to the feature space

locally

c) Pick it based on data density in training set

d) Doesn’t really matter
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LIME
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LIME
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Deep Learning based Explainable Models
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Layer based Relevance Propagation
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Deep Learning based Explainable Models
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Assignment 3

1 Black box model will be a DL method on a health data set (e.g.

cancer prediction, etc) as specified in the assignment

2 Choices to try di↵erent types of explainable models including feature

importance, DTs and LIME

3 Layer based relevance propagation method for understanding DL

feature importance
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Wrap up

1 Health care issues: Misdiagnosis, early diagnosis issues, mortality

rates, lowering costs, lowering time to diagnosis, digital scribe,

explaining diagnostics and treatments, preventative health care

(wearables)

2 Models for health care - Classification, Auto Encoders, Deep Learning

for Health care, Data augmentation methods, Data Summarization

methods and Topic modeling, Explainable models, etc

3 Data sets: wearables, disease prediction, imaging data, document

summarization, etc

4 Model biases, Data biases, data collection issues, interpretability vs

explainability, adoption of models in health care (FDA approvals, etc)
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