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Last Lecture

© Explainable and Interpretable models
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Today's Lecture

© More on Explainable models

@ Visualization tools for deep learning
© Wrap up
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LIME - Model Agnostic Explainable Framework

Generate random points

Build Black-box model
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LIME

L 1 M %
Local Interpretable MM Explanations
© Local
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LIME

Local Interpretable Model-Agnostic Explanations
© Local //
©@ Model Agnostic
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LIME

Local Interpretable Model-Agnostic Explanations

© Choose the ML model and a reference point to be explained
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LIME

Local Interpretable Model-Agnostic Explanations
© Choose the ML model and a reference point to be explained

@ Generate points all over the space (sample X values from a Normal
distribution inferred from the training set)
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LIME

Local Interpretable Model-Agnostic Explanations

© Choose the ML model and a reference point to be explained

@ Generate points all over the space (sample X values fr<5n a Normal
() distribution inferred from the training set) C(/U*U

© Predict the Y coordinate of the sampled points, Tsing the ML model
AtHe generated pomts are guaranteed to perfectly lie on the ML

CO surface C\g}qf'\
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LIME

Local Interpretable Model-Agnostic Explanations
© Choose the ML model and a reference point to be explained

@ Generate points all over the space (sample X values from a Normal
distribution inferred from the training set)

© Predict the Y coordinate of the sampled points, using the ML model
(the generated points are guaranteed to perfectly lie on the ML

surface) A M(r\\o'\!\ ,

@ Assign weights based e closeness to the chosen point (use RBF
Kernel, it assigns higher-weights to points closer to the refererg)
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LIME

Local Interpretable Model-Agnostic Explanations
© Choose the ML model and a reference point to be explained

@ Generate points all over the space (sample X values from a Normal
distribution inferred from the training set)

© Predict the Y coordinate of the sampled points, using the ML model
(the generated points are guaranteed to perfectly lie on the ML
surface)

© Assign weights based on the closeness to the chosen point (use RBF
Kernel, it assigns higher weights to points closer to the reference)

© Train Regression or Classifier model on the weighted data set.
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RBF kernel

Lath

Probability density function
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ICE #1

What would be an equivalent to weighting data in LIME, so the model is
based on local data points?

Regularize the objective

Cut off data outside a bounding box of the point of interest

Sample according to the RBF kernel e
=) =

©e © e e

None of above
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LIME
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White dots are the original dataset points, red dot is the reference point and the blue line is the prediction
function of the ML model. Green circles show how the kernel weights are assigned, based on the kernel width
parameter: the inner circle gives meaningful weights only to very close units because kw is low, the outer circle
employs a larger kw. Picture by the author
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LIME

Global Local
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LIME Idea: approximate the tangent to the curve. To understand the shape of the ML function LIME generates
points around the red cross (we have an idea of the boundary f(x) thanks to the colors of the generated points).
Credits to Joseph
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ICE #2

What would be a good way to pick o for a point of interest x?
@ Fix it apriori e.g. 0 = 2 as things get weighted down anyway A

@ Pick based on sensitivity of objective function to the feature space
locally

@ Pick it based on data density in training set X

@ Doesn't really matter
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LIME
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The best neighborhood size depends on the reference point and the curvature of the ML function around it.
Picture by the author
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LIME
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LIME explanations using different kernel width values. Picture by the author

(Univ. of Washington, Seattle) EEP 596: Al and Health Care || Lecture 14 June 3, 2022 13 /19



Deep Learning based Mg\ainable Models
At

Black Box
— | Rooster
Al System \Q\\OJ\&
prediction f(x) “ﬂ/
Exylgmtion methods

LRP: Decomposition

= SR=@

based on these pixels
(how much do changes in each

pixel affect the prediction)

Why explainability ?

' (how much does each pixel
\9} ' contribute to prediction)
O O ' SA: Partial derivatives !
heatmap explain prediction R, — |2 f(x) :
Al system's decision is -< ! v | |0z |

irVerify predictions
' Identify flaws and biases
' Learn about the problem

' Ensure compliance to legislation
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Deep Learning based Explainable Models
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Assignment 3
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Black box model will be a DL method on a health data set (e.g.

°
cancer prMeuﬂed in the assignment
2

Choices to try different types of explainable models including feature
importance, DTs and LIME:L

© Layer based relevance propagation method for understandlng DL

feature mportW Cl!\'\@?\ p&{z
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Wrap up

© Health care issues: Misdiagnosis, early diagnosis issues, mortality
rates, lowering costs, lowering time to diagnosis, digital scribe,
explaining diagnostics and treatments, preventative health care

(wearables) -
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Wrap up

© Health care issues: Misdiagnosis, early diagnosis issues, mortality
rates, lowering costs, lowering time to diagnosis, digital scribe,
explaining diagnostics and treatments, preventative health care
(wearables)

@ Models for health care - Classification, Auto Encoders, Deep Learning
for Health care, Data augmentation methods, Data Summarization
methods and Topic modeling, Explainable models, etc

?_\/
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Wrap up

© Health care issues: Misdiagnosis, early diagnosis issues, mortality
rates, lowering costs, lowering time to diagnosis, digital scribe,
explaining diagnostics and treatments, preventative health care
(wearables)

@ Models for health care - Classification, Auto Encoders, Deep Learning
for Health care, Data augmentation methods, Data Summarization
methods and Topic modeling, Explainable models, etc

© Data sets: wearables, disease prediction, imaging data, document
summarization, etc
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Wrap up

© Health care issues: Misdiagnosis, early diagnosis issues, mortality
rates, lowering costs, lowering time to diagnosis, digital scribe,
explaining diagnostics and treatments, preventative health care
(wearables)

@ Models for health care - Classification, Auto Encoders, Deep Learning
for Health care, Data augmentation methods, Data Summarization
methods and Topic modeling, Explainable models, etc

© Data sets: wearables, disease prediction, imaging data, document
summarization, etc d) '3

© Model biases, Data biases, data collection issues, interpretability vs
explainability, adoption of models in health care (FDA approvals, etc)
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