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References

Generic ML/DL

1 Good Book for Machine Learning Concepts

2 Deep Learning Reference

CNN
1 Convolutional Neural Networks for Visual Recognition

2 Convolutional Neural Net Tutorial

3 CNN Transfer Learning

4 PyTorch Transfer Learning Tutorial
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http://ciml.info/dl/v0_99/ciml-v0_99-all.pdf
https://www.deeplearningbook.org/
https://cs231n.github.io/convolutional-networks/
https://jhui.github.io/2017/03/16/CNN-Convolutional-neural-network/
https://cs231n.github.io/transfer-learning/
https://pytorch.org/tutorials/beginner/transfer_learning_tutorial.html


CNN Publication References

CNN surveys

1 Convolutional Neural Networks: A comprehensive survey, 2019

2 A survey of Convolutional Neural Networks: Analysis, Applications,
and Prospects, 2021

CNN Archs
1 GoogLeNet

2 Top models on ImageNet

3 ResNet ILSVRC paper
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https://www.ripublication.com/ijaer19/ijaerv14n3_24.pdf
https://arxiv.org/pdf/2004.02806.pdf
https://arxiv.org/pdf/2004.02806.pdf
https://arxiv.org/pdf/1409.4842v1.pdf
https://paperswithcode.com/sota/image-classification-on-imagenet
https://arxiv.org/pdf/1512.03385.pdf


Object Detection and Image Segmentation References

Object Detection

1 A survey of modern deep learning based object detection methods

2 YOLO Survey

3 YOLO Original Paper
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https://arxiv.org/pdf/2104.11892.pdf
hhttps://www.theseus.fi/bitstream/handle/10024/452552/Do_Thuan.pdf?isAllowed=y&sequence=2
https://arxiv.org/pdf/1506.02640.pdf


Learnings from the Mini-Project - Breakout Session!

Breakout and Discuss - Peer Learning (5 mins)

Breakout and discuss in your zoom room - What were your key learnings
from the mini-project? What strategies worked and what didn’t? How
much did hyper-param tuning play a role in the result? Did you get to
build your intuition with the models you tested?
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Last Lecture

1 Introduction to Object Detection and Instance Segmentation

2 R-CNN model and metrics for Object Detection
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Today

1 Object Detection Recap

2 R-CNN variants - Fast and Faster R-CNN

3 YOLO - Single Stage Object Detection

4 Results and Benchmarking on the data sets
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Today

1 Object Detection Recap

2 R-CNN variant - Fast R-CNN

3 YOLO - Single Stage Object Detection

4 Results and Benchmarking on the data sets
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Object Detection vs Image Segmentation
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Object Detection History

1 Has been an uphill task until 2012

2 Early detectors for objects - Ensemble of hand-crafted ones

3 Early detectors: Low accuracy and cumbersome/time-consuming

4 CNN changed the landscape - Better Accuracy, faster train,
generalizability

5 AlexNet (2012) - First CNN archs to be applied to Obj. Detection

6 Real world application: Self-driving cars
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Multi-class Classification vs Object Detection
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Multi-label Classification vs Object Detection

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 15 November 19, 2022 12 / 42



Multi-class Classification vs Object Detection
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Multi-class Classification vs Object Detection
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Object Detection Intuition
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Object Detection Model Framework

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 15 November 19, 2022 16 / 42



Object Detection Model Framework
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Metrics for Classification

IOU

Intersection over Union: Is the ratio of the area of the intersection
between the predicted bounding box and the ground truth bounding box
over the union of the area between the predicted bounding box and the
ground truth bounding box

MAP @ 0.5 IOU

Average Precision (AP) @ 0.5 IOU: If

IOU > 0.5

across examples of a given class, count the precision as 1, else 0. Average
Precision is the average of all the precisions in a given class.
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First CNN Model for Object Detection: R-CNN model
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First CNN Model for Object Detection: R-CNN model
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R-CNN variant

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 15 November 19, 2022 21 / 42



Drawbacks of Two Stage Detection

1 R-CNN variants: a) Generate Bounding Boxes b) Classify these
boxes and c) Merge bounding boxes to eliminate duplicates - 3 steps,
3 models to train!

2 Inference Time Taken: FPS can be low - E.g. even Faster R-CNN
has a speed of 5 FPS at inference time

3 Train Time: 3 separate models implies more time to train
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Single Stage Detection

Simplify!

What if we could simplify the detection process and also make training
and inference more e�cient in the process? Enter YOLO
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Today

1 Object Detection Recap

2 R-CNN variants - Fast and Faster R-CNN

3 YOLO - Single Stage Object Detection

4 Results and Benchmarking on the data sets

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 15 November 19, 2022 24 / 42



YOLO - Single Stage Detection
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YOLO Breakdown
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YOLO v3 Video

YOLO Real-time Detection
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https://www.youtube.com/watch?v=MPU2HistivI


ICE #1

YOLO breakdown

YOLO implicitly divides the input into 7x7 regions and makes bounding
box predictions for each of the 49 grids. How would this be di↵erent from
‘explicitly’ breaking up the input into 49 grids and passing each grid
through an object detection method?

1 It would be the same thing and give similar results

2 It would be di↵erent

3 Surrounding context doesn’t get encoded in the latter and impacts
accuracy of object detection

4 The explicit breakup would yield higher accuracy on the IOU metric
as compared to the implicit breakup

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 15 November 19, 2022 28 / 42



YOLO benefits

1 Single pass

2 Fast

3 Global reasoning

4 More generalized representations
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YOLO examples
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YOLO labels
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ICE #2

Label Dimensions (2 mins)

Consider a data set of Images, let’s say a subset of the MS Coco data set.
Let’s look at 3 di↵erent but related ML problem formulations on this data
set: Multi-Class Classification, Multi-Label Classification, and Object
Detection (YOLO style). Let’s say there are 100 classes to pick from. For
object detection, assume that YOLO uses a 9x9 grid with each grid
producing 3 di↵erent bounding boxes. What’s the dimension of output
vector for these 3 problem formulations?

1 100, 300, and 8100

2 100, 100, and 9315

3 100, 8100, and 9315

4 100, 100 and 8100
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YOLO Bounding Box
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YOLO Bounding Box 2
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YOLO and Regression

YOLO Loss Function - Regression!

YOLO loss function turns out to be just like a Regression Loss! Why
Regression?

Linear Regression Classic Example
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ICE #3

Regression (2 mins)

You want to predict the ‘sharpness’ of an image when the input is an
image. Sharpness for this exercise is defined on a continuous scale between
0 and 1. The training data looks like {Image, Sharpness} where Image is
the input and Sharpness (on a continuous scale) is the output. You devise
an ingenious loss function as follows: Take the prediction ŷi of the
sharpness, subtracts it from the ground truth sharpness yi , and obtain the
error, ei . Define the loss, L =

P
i ei . You then minimize the loss as you

hope a good model for sharpness would give zero errors and hence a close
to zero loss. Optimizing the loss function:

1 Will help you train a good model for sharpness

2 Is a good idea but may have to watch out for overfitting

3 Would not be a good idea

4 Could result in a model with overall zero error but poor individual
predictions
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YOLO Loss Function
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Today

1 Object Detection Recap

2 R-CNN variants - Fast and Faster R-CNN

3 YOLO - Single Stage Object Detection

4 Results and Benchmarking on the data sets
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Data Sets

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 15 November 19, 2022 39 / 42



Results for Object Detection
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Breakout for Takeaways!

Discuss Takeaways (5 mins)

From today’s lecture in your zoom group
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Next Lecture

1 Newer Variants of YOLO

2 Object Detection vs Instance Segmentation

3 Image Captioning Models
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