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References

Generic ML/DL

1 Good Book for Machine Learning Concepts

2 Deep Learning Reference

CNN
1 Convolutional Neural Networks for Visual Recognition

2 Convolutional Neural Net Tutorial

3 CNN Transfer Learning

4 PyTorch Transfer Learning Tutorial

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 17 December 1, 2022 2 / 47

http://ciml.info/dl/v0_99/ciml-v0_99-all.pdf
https://www.deeplearningbook.org/
https://cs231n.github.io/convolutional-networks/
https://jhui.github.io/2017/03/16/CNN-Convolutional-neural-network/
https://cs231n.github.io/transfer-learning/
https://pytorch.org/tutorials/beginner/transfer_learning_tutorial.html


CNN Publication References

CNN surveys

1 Convolutional Neural Networks: A comprehensive survey, 2019

2 A survey of Convolutional Neural Networks: Analysis, Applications,
and Prospects, 2021

CNN Archs
1 GoogLeNet

2 Top models on ImageNet

3 ResNet ILSVRC paper
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https://www.ripublication.com/ijaer19/ijaerv14n3_24.pdf
https://arxiv.org/pdf/2004.02806.pdf
https://arxiv.org/pdf/2004.02806.pdf
https://arxiv.org/pdf/1409.4842v1.pdf
https://paperswithcode.com/sota/image-classification-on-imagenet
https://arxiv.org/pdf/1512.03385.pdf


Object Detection and Image Captioning References

Object Detection

1 A survey of modern deep learning based object detection methods

2 YOLO Survey

3 YOLO Original Paper

Image Captioning

1 From Show to Tell: A survey on Deep Learning-based Image
Captioning

2 A survey of image captioning models

3 StyleNet

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 17 December 1, 2022 4 / 47

https://arxiv.org/pdf/2104.11892.pdf
hhttps://www.theseus.fi/bitstream/handle/10024/452552/Do_Thuan.pdf?isAllowed=y&sequence=2
https://arxiv.org/pdf/1506.02640.pdf
https://arxiv.org/pdf/2107.06912.pdf
https://arxiv.org/pdf/2107.06912.pdf
https://www.irjet.net/archives/V8/i5/IRJET-V8I5325.pdf
https://openaccess.thecvf.com/content_cvpr_2017/papers/Gan_StyleNet_Generating_Attractive_CVPR_2017_paper.pdf


Today

1 Image Captioning Models Recap

2 StyleNet - Image Captioning with Style

3 Final Mini-Project
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Next Topic: Image Captioning Models
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COCO Data Set
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COCO Data Set
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Why Image Captioning?

1 Virtual Assistants

2 Visually impaired assistance

3 Robotics

4 Any other use case?
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CUB-200 Data Set
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CUB-200 Data Set
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Encoder-Decoder Model for Image Captioning
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Encoder-Decoder Model for Image Captioning
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Encoder-Decoder Architecture
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Metrics for Image Captioning

1 BLEU (Bilingual evaluation understudy)

2 METEOR (Metric for Evaluation of Translation with Explicit
Ordering)
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METEOR Metric
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StyleNet - Image Captioning in Style!
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Why Style Matters?

1 Greater engagement with chat bots

2 Better captioning for social media!

3 Personalizing captions!
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StyleNet - Image Captioning in Style!
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RNN vs LSTM
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ICE #1

Popular DL interview question

What issues in RNN does LSTM fix? (Pick all that apply!)

1 Exploding Gradients

2 Vanishing Gradients

3 Making the output more sequential and recursive

4 Linear Model
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LSTM module
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Regular LSTM vs StyleNet LSTM
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ICE #2

Multi-factor LSTM

What concept we saw in this course, does the factorization process in the
multi-factor LSTM remind you of?

1 Clustering

2 SVD

3 Classification

4 PCA
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Training StyleNet

Multi-Task Learning

1 Main Training: Train StyleNet with “factual” factor on standard
Image-Caption DataSet

2 Fine-tune Style: Train only the Style Factors of the LSTMs for
romance and humor on romance and humor texts
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ICE #3

StyleNet Training

Why can’t StyleNet be trained in one shot simultaneously on (Image,
Caption) pairs of di↵erent styles (humorous, romantic, factual)?

1 It is possible and easy to train in one shot

2 It’s hard to find data for all styles, making one shot not tractable

3 This is reminiscent of transfer learning, which has performed well in
practice

4 May not be scalable to do one shot once the number of styles grow
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StyleNet - Image Captioning in Style!
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StyleNet - Image Captioning in Style!
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Mini-Project 2 Guidelines

Image captioning: On MSCOCO data set. Given an image - print
an appropriate caption for it.

Deliverables: You have to submit a Jupyter/IPython notebook file
and report as part of your submission. You can use the template
notebook given and add your solutions to it.

Team Work: You can work in a team of 2. Pick your team mate for
this project - When you make your report submission, you are
expected to breakdown the contribution of each team member.
Ensure that both team members get to work and test the Neural
Network models.

Report: The report should be in pdf format and have all images,
plots and metrics added in it. Feel free to use either latex or word for
creating it. You are required to answer all of the conceptual questions
in the write up below, and show your learnings and insights.
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Submission Guidelines (contd)

You may discuss/brainstorm ideas to solve the assignment with peers
- However, your submission should be your own and show your code
implementation.

Add your BLEU and METEOR scores to the google sheet given below
for a fun peer learning experience!

Submissions: You need to finally submit the report, train.py,
eval.py, model.py and the completed
EEP596 Mini Project 2 template.ipynb file.
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Dataset Description

The MS COCO‘14 dataset has 123,287 images, with each image having 5
captions. This makes the dataset fairly huge and robust enough for the
problem statement Automatic Image Captioning. Some of the examples of
the dataset can be seen in the Figure 1. The template notebook uses
Andrej Karpathy’s train test split to create training, validation and test
datasets.
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Dataset Description
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Problem Overview

Automatic Image Captioning is a project focused on generating a single
line description of an image which is grammatically correct. As this project
attempts to combine algorithms from both Computer Vision and Natural
Language Processing, the task is quite complex and requires expertise in
the fields of visual feature extraction and machine translation.
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Image Captioning Deliverables

1 Understanding the data: For any 5 random images from the
training dataset, show the images along with all the captions given for
them. How many images are in the training and validation sets
respectively? Describe the format in which dataset coco.json saves
the captions (the key value pairs of the dictionary). (10+5+10
points)

2 Mention any preprocessing of dataset required. (5 points)
3 Do literature review on recent models being used for image

captioning. Explain in brief the deep learning models used in them.
Also mention the paper being referenced. You can use one paper
from the references below, and search for the other on. (40 points)

4 Go through the Data Loader.py class and describe in a paragraph
what specifically does it do? (15 points)

5 Build word cloud images (one each) for the training and validation
datasets, in which high frequency words shall be more bolder. Do the
two word clouds look similar or di↵erent and how? (20 points)
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CUB-200 Data Set
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Image Captioning Deliverables (contd)

6 Baseline Model: Create a Encoder Decoder model in which the
Encoder is a pretrained AlexNet model, whose output is given to the
predefined LSTM-based Decoder model. Make changes in the
model.py file. (15 points)

7 Advanced Models: Create a Encoder Decoder model in which the
Encoder is a pretrained RESNET model, whose output is given to the
predefined LSTM-based Decoder model. Make changes in the
model.py file. (Note: If you are not able to complete the run in
Google Colab, you can try training with a fraction of the training
dataset.) (10 points)

8 Understanding the model: With the help of a block diagram
explain the architecture of the encoder-decoder model. How is the
encoder connected to the decoder? (10 points)

9 Train both the models constructed using train.py. (50 points)
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Image Captioning Deliverables (contd)

10 Briefly explain how the METEOR metric is calculated and show the
calculation of fragmentation value and METEOR score for a
prediction from your model one of the test examples. (10 points)

11 Metrics on Validation: As an initial step towards understanding the
performance of your models, compute and report the BLEU and
METEOR scores on the validation data set. (HINT:
nltk.translate.bleu score.corpus bleu and nltk.translate.meteor score
libraries in python) In a table, add the metrics and the time taken to
train the model and predict caption for 1 image to the table. (20
points).

12 Final evaluation: Final evaluation of your model performance will
be based on a “held-out“ evaluation data set - the details of which
will be shared in a few days (40 points).
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Image Captioning Deliverables (contd)

12 Interpretability - Show examples of images (False Positives and False
Negatives) for which the caption generated is incorrect. .....? (10
points)
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Mini-Project Deliverable Deadlines

For full grade on Mini-project, and to maximize your learning from this
project - Please meet all the deadlines on the deliverables below:

1 First Milestone: Submit the deliverables connected to
understanding the data and building a baseline model by Sunday,

December 11th

2 Team Mini-Project Presentation (8 minutes per team): Your
team can make a presentation in our Thursday class slot on
Thursday, December 15th

3 Final Submission: Final submission of all deliverables by Friday,

December 16th
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Breakout for Takeaways!

Discuss Takeaways (5 mins)

From today’s lecture in your zoom group

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 17 December 1, 2022 47 / 47


