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References

Generic ML/DL

1 Good Book for Machine Learning Concepts

2 Deep Learning Reference

CNN
1 Convolutional Neural Networks for Visual Recognition

2 Convolutional Neural Net Tutorial

3 CNN Transfer Learning

4 PyTorch Transfer Learning Tutorial
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http://ciml.info/dl/v0_99/ciml-v0_99-all.pdf
https://www.deeplearningbook.org/
https://cs231n.github.io/convolutional-networks/
https://jhui.github.io/2017/03/16/CNN-Convolutional-neural-network/
https://cs231n.github.io/transfer-learning/
https://pytorch.org/tutorials/beginner/transfer_learning_tutorial.html


CNN Publication References

CNN surveys

1 Convolutional Neural Networks: A comprehensive survey, 2019

2 A survey of Convolutional Neural Networks: Analysis, Applications,
and Prospects, 2021

CNN Archs
1 GoogLeNet

2 Top models on ImageNet

3 ResNet ILSVRC paper
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https://www.ripublication.com/ijaer19/ijaerv14n3_24.pdf
https://arxiv.org/pdf/2004.02806.pdf
https://arxiv.org/pdf/2004.02806.pdf
https://arxiv.org/pdf/1409.4842v1.pdf
https://paperswithcode.com/sota/image-classification-on-imagenet
https://arxiv.org/pdf/1512.03385.pdf


Object Detection and Image Captioning References

Object Detection

1 A survey of modern deep learning based object detection methods

2 YOLO Survey

3 YOLO Original Paper

Image Captioning

1 From Show to Tell: A survey on Deep Learning-based Image
Captioning

2 A survey of image captioning models

3 StyleNet
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https://arxiv.org/pdf/2104.11892.pdf
hhttps://www.theseus.fi/bitstream/handle/10024/452552/Do_Thuan.pdf?isAllowed=y&sequence=2
https://arxiv.org/pdf/1506.02640.pdf
https://arxiv.org/pdf/2107.06912.pdf
https://arxiv.org/pdf/2107.06912.pdf
https://www.irjet.net/archives/V8/i5/IRJET-V8I5325.pdf
https://openaccess.thecvf.com/content_cvpr_2017/papers/Gan_StyleNet_Generating_Attractive_CVPR_2017_paper.pdf


Generative AI references

Generative Text Models
1 GPT-3 Paper

2 GPT-3 Playground

3 ChatGPT Playground
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https://arxiv.org/pdf/2005.14165v4.pdf
https://beta.openai.com/playground
https://chat.openai.com/chat


Today

1 Encoder-Decoder Arch Recap

2 Introduction to GPT-3

3 GPT-3 and ChatGPT Playground Exploration
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Encoder-Decoder Model for Image Captioning
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Encoder-Decoder Model for Image Captioning
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Encoder-Decoder Architecture
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Evolution of Encoders and Decoders
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Evolution of Encoders and Decoders
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Generative AI from Text - Language and Vision

1 The input is a text description, and the output is a structured
document (e.g. code or paragraph or document) - GPT-3 and
ChatGPT models are SOTA

2 The input is a text description, and the output is a image - Di↵usion
Models are SOTA
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GPT-3

1 Released in 2020 by OpenAI

2 Motivation: Fine-tuning LLMs for specific tasks requires lots of
data and generalization issues.

3 Humans don’t need massive amounts of data for new tasks. Example:
SAT Analogies or examples (Few shot learning!)

4 Learn more specific skills during training to help during inference:
E.g. verification, checking for valid question, etc

5 175B parameter model evaluated on 2 dozen NLP data sets

6 Supports few shot learning - I.e. performing on a new task with just
few new examples!
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GPT-3
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GPT-3 vs ChatGPT

1 Improvement on GPT-3

2 Uses Human-in-loop Reinforcement learning to improve on GPT-3

3 Fixes some hallucination issues with GPT-3 and more conservative on
questions it doesn’t know or is not familiar with!
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Demo curated questions for ChatGPT (Try it out!)

CV questions

What’s the best model on Imagenet?
Share some models for object detection
What’s the state of the art on image captioning?
Tell me the latest tech in computer vision

Math Questions

Explain why the square root of 4 is irrational
Why is one infinity greater than the other?
What is 95 times 59
9-12 year old reasoning question: Ali is a dean of a private school where
he teaches one class. John is also a dean of a public school. John has
three classes in his school. Each class has 1/4 the capacity of Ali’s class
which has the capacity of 120 students. What is the combined capacity of
both schools?
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Demo curated questions for ChatGPT (Try it out!)

Coding Questions

What are some reasons why komodo is a better language than rattlesnake?
Write a python code with test cases to do vertical order traversal
Write a html code to build a web page that calls python script to return
images similar to an uploaded image
create a webpage to generate bouncing random numbers

Jokes

Tell me a joke
Tell me an unfunny joke
Tell me a non joke

Misc

What are some tips to prep for a machine learning interview
How many rattlesnakes at rattlesnake lake?
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