Computer Vision: Fall 2022 — Lecture 2
Dr. Karthik Mohan

Univ. of Washington, Seattle

October 4, 2022

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 2 October 4, 2022 1/31



-]
Weekly Logistics

Day Timings Class type
Lecture 1 (In-person) T | 4pm-6pm (In-person)
Lecture 2 Th | 4 pm -6 pm Zoom
Office Hours Karthik T | 6-6:30 pm | In-person/Zoom
Calendly 15 min Karthik | October Zoom
Office Hours Ayush Fri 5-6 pm Zoom
Quiz Section Ayush Mon 5-6 pm Zoom
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References for Lecture

©® Image Compression with SVD
© kMeans Demo
© Deep Learning TextBook by Yoshua Bengio et al
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https://timbaumann.info/svd-image-compression-demo/
https://www.deeplearningbook.org/

- |
Find a buddy in the room!
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Applications

petal  sepal petal sepal petal  sepal
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Syllabus

Week by Week

Week

Topic

—) 1

Motivation and applications of CV

Transforms, Convolutions and feature extraction

V(2
3

Machine Learning for CV

Machine Learning for CV

Neural Networks & CNN

Pytorch Tutorial and libraries

Object detection and instance segmentation

Deep Learning applications in CV

O 0| N[O O &>

Image to Text and Text to Image

More Deep Learning applications in CV
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Assessments Breakdown

Conceptual Assighment

10%
0

Mini Project

30% Programming Assignments

45%
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Computer Vision Problem Spaces we will tocuh on

Image processinglj

Image de-noising

Image smoothing

Image Classification

Object Detection

Semantic Segmentation

Instance Segmentation (maybe)

Image Embeddings

Convolutional Neural Networks (CNNs)
Image to text

Image Captioning

® 606 00000000040

Text to Image (high-level)
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Today!

© Machine Learning Introduction

@ Unsupervised Learning for Images
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-]
What is Machine Learning?

Meaningful
Compression

Structure Image
Discovery Classification

»

Big data Dimensionality

Visualistaion Reduction/

Customer Retention

Feature Idenity Fraud

o ) Classification Diagnostics
Elicitation Detection

<ot

Advertising Popularity
Prediction

Learning Learning Weather

Forecasting
L
Machine ez

Growth
Prediction

Recommender Unsupervised SUPeersed

Systems

Clustering Regression
Targetted

Marketing Markec

Forecasting

Customer

Segmentation Lea rn i ng

Estimating
life expectancy

Real-time decisions Game Al

Reinforcement
Learning

Robot Navigation Skill Acquisition

Learning Tasks
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Supervised vs Unsupervised Learning
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Un-Supervised Learning
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-
ICE #1

Blurring Convolution

Consider the 3x3 blur convolution matrix - where every entry of the matrix
IS %. When applied to an image - It blurs the image. Is this an example of
(pick all that apply):

@ Supervised Learning
O Unsupervised Learning

@ Semi-Supervised Learning

@ Image Processing Technique

Submit your answer on the POLL
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https://pollev.com/karthikmohan088

Box Blur Convolutor
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ICE #2

Child Learning to identify an apple!

We looked at the example of a 3 year old kid learning to identify apple
from different objects. What is this an example of?

@ Unsupervised Learning
© Supervised Learning
Q@ Neither

O Both
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SVD for Image Compression

(o) MMD(CWW)QM1\1M

SVD of a Matrix
Every matrix, X €™*" has a Singular Value Decomposition (SVD)

by th trices U, %, V' h that
given by three matrices suc a M [’&__?L j
v

A X = Usz )
01\03\ e o '(kuf—o\& Uemo U=
Singular Vecto//% &P - luluhfb %ATM \

The matrices U, V are such that UTU =/ and VTV = 1. So the co'fumns
of U and the columns of V are called the s singular vectors.

2ingularValyes J

> is a diagonal matrix and the entries on the diagonal are called singular

values. M\ snbies oé S Z o

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 2 October 4, 2022 17 /31



SVD
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SVD and Two Factors

U=
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-]
Reduced SVD or Low-Rank SVD && Image Compression
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SVD based Image Compression
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R
ICE #3

SVD based Image Compression

Consider a RGB image of size 1000 x 1000 pixels with a file size of 20MB.
You want to store it in a more compressed format and your file size limit
for the compressed format is 5MB. You decide to use SVD to do the
compression of the image. What should be the number of singular vectors,
k you pick for the SVD compression so you can achieve your desired
compression?

$ mdi
)UooﬂC

e 125 \QBO)( AVANY

Q@ 100

Submit your answer on the POLL
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https://pollev.com/karthikmohan088
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SVD based Image Compression — Demo

SVD Demo

(Univ. of Washington, Seattle) Computer Vision: Fall 2022 — Lecture 2 October 4, 2022 23/31


http://timbaumann.info/svd-image-compression-demo
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R
ICE #4

=

(i 24

SVD based Image Compre%

Consider a RGB image of size n x n pixels. You want to compress it by a
factor of a.. You decide to use SVD to do the compression of the image.
What should be the number of singular vectors, k you pick for the SVD
compression so you can achieve your desired compression?

° 7
o 5%
© i
° i

Submit your answer on the POLL
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https://pollev.com/karthikmohan088

SVD vs Eigen Decomposition
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Eigen Faces
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Eigen Faces

(Univ. of Washington, Seattle)

These U are called EigenFaces.

eigenface 0

eigenface 1 eigenface 2 eigenface 3

eigenface 4 eigenface 5 eigenface 6 eigenface 7

> -
J -
eigenface 8 eigenface 9 eigenface 10 eigenface 11

EigenFaces

Computer Vision: Fall 2022 — Lecture 2

October 4, 2022
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Eigen Faces

TrainingFace

-0.758 * -0.517 * 0.856 * 1052+
? ‘ I
0 I
40
0458 * 0013+ -0.040 * 0639 *
0 10 20 30

Linear Combination of EigenfFaces
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SVD and PCA
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Matrix Factorization: SVD for Tweet embeddings and
recommendations

data matrix left singular diagonal of right singular
vectors singular values vectors
A U P vT
n T r n

N .

hashtagsi/word co- embedding of hashtags embedding of words by
occurence matrix (words by the words they co- the hashtags they co-
as rows, hashtags as occur with occur with
columns)

Winter 2022 course on Recommender Systems
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https://bytesizeml.github.io/recsys/

ICE #5

Submit your answer on the POLL
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