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Today

Focus

We will focus a lot on the interactions between text and images in the

lecture today and the associated Foundation models and APls You will

also get to play around with these in the In-class coding exercise today!
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Today

O Image2Text API for generation Text from Image
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Today

O Image2Text API for generation Text from Image

@ Text2lmage API for generating an Image from Text
© Stable Diffusion Pre-Trained Model for Text2lmage
@ Segmenting Images and tagging them
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Today

O Image2Text API for generation Text from Image

@ Text2lmage API for generating an Image from Text
© Stable Diffusion Pre-Trained Model for Text2lmage
@ Segmenting Images and tagging them

© Image Embeddings and Image-Image search
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Today

O Image2Text API for generation Text from Image

@ Text2lmage API for generating an Image from Text

© Stable Diffusion Pre-Trained Model for Text2lmage

@ Segmenting Images and tagging them

© Image Embeddings and Image-Image search

@ Foundation Models for Images - CNNs and ViTransformers
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Foundation Models for Images

Types

CNNs (e.g. Inception, AlexNet, etc) and Visual Transformers or
ViTransformer
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Foundation Models for Images

Types

CNNs (e.g. Inception, AlexNet, etc) and Visual Transformers or
ViTransformer

Building Blocks

Like legos can be used to build a whole factory - Foundation models can
be put together across modes (multi-modal) to create interesting and
beautiful applications. Text2Image is one such example that combines
multiple foundation models - Transformers, ViTransformers, CNNs and
also AutoEncoders.
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Foundation Models for Images

Types

CNNs (e.g. Inception, AlexNet, etc) and Visual Transformers or
ViTransformer

Building Blocks

Like legos can be used to build a whole factory - Foundation models can
be put together across modes (multi-modal) to create interesting and
beautiful applications. Text2Image is one such example that combines
multiple foundation models - Transformers, ViTransformers, CNNs and
also AutoEncoders.

Applications

Classification (cat or dog?), Image2Text, Text2Image, Image Embeddings,
Object Detection, Image Segmentation, etc
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Foundation Model - CNN (Convolutional Neural Network)

A Typical C Neural Network (CNN)
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|
Foundation Model - CNN (Convolutional Neural Network)

fc 3 fc_4
Fully-Connected Fully-Connected
Neural Network Neural Network
Conv_1 Conv_2 RelU activation
Convolution Convolution A /—A
(5 x5) kernel Max-Pooling (5x5) kernel - may.pooling (with
valid padding (2x2) valid padding (2x2) O drapait]

@ @0
® @1

Q9

(28x28x1) {24:x24%n1) ERyn xexn xaxn O ouTpPUT

(Univ. of Washington, Seattle) LLMs and ChatGPT || Text2Image, Image2Te February 13, 2024 6/14



Foundation Model - CNN (Convolutional Neural Network)
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Foundation Model - CNN (Convolutional Neural Network)

224x224x3 224x224x64

@ convolution+ReLU
{—f max pooling

fully connected+ReL.U
7 softmax
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|
Foundation Model - Visual Transformers (ViT)

Vision Transformer (ViT)
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Foundation Model - Visual Transformers (ViT)

Cropped Image Image Patches
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|
Foundation Model - Visual Transformers (ViT)
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Foundation Model - Stable Diffusion (Text2Image)

Token Image
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Foundation Model - Stable Diffusion (Text2Image)
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|
Foundation Model - Stable Diffusion (Text2Image)

"A person half Yoda half Gandalf"
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https://www.paepper.com/blog/posts/everything-you-need-to-know-about-stable-diffusion/

