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Deep Learning and Transformers References

Deep Learning

Great reference for the theory and fundamentals of deep learning: Book by
Goodfellow and Bengio et al Bengio et al
Deep Learning History

Embeddings

SBERT and its usefulness
SBert Details
Instacart Search Relevance
Instacart Auto-Complete

Attention

Illustration of attention mechanism
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https://www.deeplearningbook.org/
https://developer.nvidia.com/blog/deep-learning-nutshell-history-training/
https://arxiv.org/pdf/1908.10084.pdf
https://www.sbert.net/
https://www.instacart.com/company/how-its-made/how-instacart-uses-embeddings-to-improve-search-relevance/
https://www.instacart.com/company/how-its-made/how-instacart-uses-machine-learning-driven-autocomplete-to-help-people-fill-their-carts/
https://jalammar.github.io/illustrated-transformer/


Generative AI References

Prompt Engineering

Prompt Design and Engineering: Introduction and Advanced Methods

Retrieval Augmented Generation (RAG)

Toolformer
RAG Toolformer explained

Misc GenAI references

Time-Aware Language Models as Temporal Knowledge Bases

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 16March 8, 2024 3 / 37

https://arxiv.org/abs/2401.14423
https://arxiv.org/pdf/2302.04761.pdf
https://arxiv.org/abs/2401.14423
https://vinija.ai/models/Toolformer/
https://arxiv.org/pdf/2106.15110.pdf


Generative AI references

Stable Diffusion

The Original Stable Diffusion Paper
Reference: CLIP
Diffusion Explainer: Visual Explanation for Text-to-image Stable Diffusion
Diffusion Explainer Demo
The Illustrated Stable Diffusion
Unet
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https://arxiv.org/pdf/2112.10752.pdf
https://openai.com/research/clip
https://arxiv.org/pdf/2305.03509.pdf
https://poloclub.github.io/diffusion-explainer/
https://jalammar.github.io/illustrated-stable-diffusion/
https://arxiv.org/pdf/1505.04597.pdf


GenAI Evaluation and Annotation References

LLM Evaluations and Annotations

Evaluating LLMs
LLM Benchmarks article
Is Prompt Engineering Dead?
NeuroPrompts HumanEval - Evaluating Code HelloSwag

LLM Adverserial Attacks

Decoding Trust
TechTalks article

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 16March 8, 2024 5 / 37

https://arxiv.org/pdf/2310.19736.pdf
https://www.vellum.ai/blog/llm-benchmarks-overview-limits-and-model-comparison
https://spectrum.ieee.org/prompt-engineering-is-dead
https://arxiv.org/pdf/2311.12229.pdf
https://arxiv.org/pdf/2107.03374.pdf
https://arxiv.org/pdf/1905.07830.pdf
https://arxiv.org/pdf/2306.11698.pdf
https://bdtechtalks.com/2023/08/21/llm-universal-jailbreak-adversarial-attack/


Previous Lecture

Adverserial Attacks on LLMs

Evaluation of LLMs
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This Lecture

Evaluating LLMs
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Math Example GPT-3.5
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Math Example GPT-4
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Evaluating LLMs

Evaluation Dimensions

1 Math

2 Reasoning

3 Truthfulness

4 Coding

5 Accuracy across Multiple Tasks
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Evaluation Datasets

1 MATH: Math problems with 7 difficulty levels

2 GSM-8k: Grade School Math

3 MMLU: Multitask Accuracy

4 HumanEval: Python Coding Tasks

5 HellaSwag: Reasoning Tasks

6 TruthfulQA: Truthfulness Tasks
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Why LLM Benchmarking Datasets?

1 Standardized way to evaluate LLMs across a wide variety of tasks -
Math, Reasoning, Truthfulness, etc

2 If you develop a model and evaluate on your own custom data set -
There maybe a tendency to over-fit to that data set and over-promise
performance.

3 Lot of thought goes into developing these benchmarking data sets for
different tasks
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LLM Evaluation Leaderboards

Many Leaderboards

There are many leaderboards along many evaluating dimensions and
different benchmarking data sets!

A few of them...

1 Open LLM LeaderBoard (just for Open LLMs)

2 Open and Proprietary LLM LeaderBoard

3 LLM Safety LeaderBoard (across Open and Proprietary LLMs on
Safety tasks)

4 Performance of LLMs (Latency, Memory, Throughput)

5 Chatbot Arena (Based on Battling LLMs against each other)
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https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://www.vellum.ai/llm-leaderboard
https://huggingface.co/spaces/AI-Secure/llm-trustworthy-leaderboard
https://huggingface.co/spaces/optimum/llm-perf-leaderboard
https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
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Caveat: Evaluating LLMs depends on the prompt!

1 Good LLM, Bad Prompt → Bad evaluation score!

2 Using APE to optimize prompts automatically can remove guess-work
out of the way

3 Let’s take a look at examples of Prompt Engineering by Humans vs
Automated prompt and how it can impact evaluation next
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Is Prompt Engineering Dead?

Recent IEEE Spectrum Article

Purports that Prompt Engineering - Specifically human prompt
engineering is dead. Humans may not be able to engineer prompts as well
as LLMs - So do Automated Prompt Engineering for better prompts (think
also ToolFormer, Calculator tool and the likes we worked on in the
assignments)

Interesting APE Prompt

Command, we need you to plot a course through this turbulence and
locate the source of the anomaly. Use all available data and your expertise
to guide us through this challenging situation. This prompt of asking it to
play the role of Captain Kirk worked better as an initial instruction for the
LLM to do well on grade school Math!

Is Prompt Engineering Dead?
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Is Prompt Engineering Dead?

Images with and without APE

Is Prompt Engineering Dead?
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Image Enhancements with NeuroPrompt
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Image Enhancements with NeuroPrompt

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 16March 8, 2024 19 / 37



Image Enhancements with NeuroPrompt
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Image Enhancements with NeuroPrompt
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Training for prompt enhancement

Train Data: Take a human engineered prompt. Take the prefix of
the prompt as input. Take the full prompt as output.

Example: “Image of a boy on a horse. Picasso artist, high definition
quality,futuristic soul, long shot perspective”

Example Prefix: “Image of a boy on a horse. Picasso artist”

Baseline Model: Supervised Fine-tuning
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Image Enhancements with NeuroPrompt
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Evaluation Datasets

1 MATH: Math problems with 7 difficulty levels

2 GSM-8k: Grade School Math

3 MMLU: Multitask Accuracy

4 HumanEval: Python Coding Tasks

5 HellaSwag: Reasoning Tasks

6 TruthfulQA: Truthfulness Tasks

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 16March 8, 2024 24 / 37



Hello Swag Dataset
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Hello Swag Dataset
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Hello Swag Performance
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HumanEval - Coding Performance
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HumanEval - Coding Performance
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I. All Models Comparison
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I. All Models Comaprison

Claude 3 Opus has best average score across all benchmarks

GPT-4 lags behind

Mixtral 8x7B is the best open-source model
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II. ChatBot Arena Leaderboard

Let’s check it out!
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https://chat.lmsys.org/


II. ChatBot Arena Leaderboard
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II. ChatBot Arena Leaderboard
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Other Benchmarks

Performance Benchmarks

Safety Leaderboard

Open LLM Leaderboard
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https://huggingface.co/spaces/optimum/llm-perf-leaderboard
https://huggingface.co/spaces/AI-Secure/llm-trustworthy-leaderboard
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard

