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Deep Learning References

Deep Learning

Great reference for the theory and fundamentals of deep learning: Book by
Goodfellow and Bengio et al Bengio et al
Deep Learning History

Embeddings

SBERT and its usefulness SBert Details Instacart Search Relevance
Instacart Auto-Complete

Attention

Illustration of attention mechanism
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https://www.deeplearningbook.org/
https://developer.nvidia.com/blog/deep-learning-nutshell-history-training/
https://arxiv.org/pdf/1908.10084.pdf
https://www.sbert.net/
https://www.instacart.com/company/how-its-made/how-instacart-uses-embeddings-to-improve-search-relevance/
https://www.instacart.com/company/how-its-made/how-instacart-uses-machine-learning-driven-autocomplete-to-help-people-fill-their-carts/
https://jalammar.github.io/illustrated-transformer/


Last Lecture

BERT and Transformers Architecture

Coding Exercise
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Today’s Lecture

Multi-Head Attention

SBERT

Application of Embeddings to Auto-complete and Search Relevance
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Understanding Encoder/BERT at high-level
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Transformer Types in Practice

Encoder Only

BERT, SBERT, ViTransformer, etc

Uses only self-attention and FFN blocks

Good for classification, summarization, intent detection, image
embeddings, etc

Encoder-Decoder

T5, BART. Also uses encoder-decoder attention

Decoder Only

GPT, Llama, DeepSeek, etc

Good for many tasks including encoder-only tasks and also generation
tasks

Uses self-attention and FFN blocks

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 8February 4, 2025 6 / 46



Parsing Encoder: Multi-Head Attention and FFN
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Positional Encoding
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Parsing Encoder: Multi-Head Attention and FFN

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 8February 4, 2025 9 / 46



Parsing Encoder: Single Head Attention
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Parsing Encoder: Single Head Attention
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Parsing Encoder: Multi-Head Attention and FFN
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Layer Normalization
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Self-Attention Math Walk-through
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FFN Math Walk-through

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 8February 4, 2025 17 / 46



ICE #0: Self-attention Exercise

Let’s go through a self-attention python calculation exercise to understand
it better. Let x = [[1, 2, 3,−1], [3,−4,−7, 5]] be the input token
embeddings. In the first layer of the encoder of the transformer, the weight
matrices are given by WQ = [[−1, 2, 0], [2, 3,−5], [1, 0, 0], [−3, 1, 2]],
WK = [[1, 2, 3], [2, 4, 3], [3, 0, 3], [−1, 5, 2]],
W V = [[−1,−2, 3], [2,−4, 0], [0, 0, 1], [1, 0,−7]]. Compute the soft-max
similar to what we did in the previous walk-through. You can use python
matrix multiplication (e.g. numpy) to arrive at the solution. Question is
which token (token 1 or token 2) does token 2 place more attention on
and what is the attention probability?
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BERT pre-training

Two Tasks

1 Masked LM Model: Mask a word in the middle of a sentence and
have BERT predict the masked word

2 Next-sentence prediction: Predict the next sentence - Use both
positive and negative labels. How are these generated?

ICE: Supervised or Un-supervised?

1 Are the above two tasks supervised or un-supervised?

Data set!

English Wikipedia and book corpus documents!
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Loss Function for Masked Language Model (MLM)

Loss Function for MLM mimicks which type of classic ML model?

Cross-Entropy

L(p, p̂) = −
∑

i [pi log(p̂i ) + (1− pi ) log(1− p̂i )]

ICE: What is the loss function for Binary Classification?
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Sentence BERT a.k.a sBERT

Uses Siamese Twins architecture

Advantages of sBERT

More optimized for Sentence Similarity Search.
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Sentence BERT - Siamese BERT architecture
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Loss Function for SBERT
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Pooling Strategy for SBERT
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Sentence BERT Cosine Similarity Results
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SentEval DataSets
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Sentence BERT on SentEval Results
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ICE #1

Let’s say we want to automatically convert a Natural Language Query
to a SQL query. E.g. “Which quarter in the past 5 years had the most
amount of sales for fashion products” to “SELECT ... FROM ... WHERE
...” What kind of deep learning architecture would support this problem?

1 SBERT

2 LSTM to LSTM sequence model

3 GPT-2

4 Feed Forward Neural Network
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Fine-Tuning Transformers for down-stream tasks

A methodology for fine-tuning transformers for classification tasks
1 Pick Base pre-trained Architecture: Pick a base pre-trained

architecture as a starting point for your fine-tuning. Example:
bert-base-uncased is one such pre-trained model that can be
loaded through Hugging Face Transformers Library

2 Extract output from pre-training: How do you want to use the
output from pre-training going into fine-tuning? a) Extract
embedding from the first token, CLS b) Average embeddings of all
tokens as a starting point (mean pooling).

3 Add fine-tuning layers: Add fine-tuning layers on top of the
pre-trained layers. Example, starting with the pooled embeddings,
construct one or more dense layers (Feed-Forward NN style) to
extract finer representations of the input. Add the output layer and
its activation (typically softmax for classification tasks).

4 Set training schedule, hyper-parameters, etc: Set up optimizer
(e.g. ADAM), hyper-parameters, training schedule, etc for training.
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ICE #2

BERT Embeddings and Emotion Detection

Let’s say you want to do emotion detection by fine-tuning BERT
(Encoding Transformer) on a data set. One of the outputs of the BERT
pre-trained model for a given input is the last-hidden-state. This includes
an embedding for every token that was passed into BERT.
Let’s say you are going to start with the last hidden layer and use that as
input for your fine-tuned model. This ICE is about the dimensionality of
the inputs and outputs. Let’s say you have sentences of the kind: ”I am
looking forward to today! It’s going to be a big day” This sentence
conveys excitement. There are 13 words in this input and using word-piece
tokenization, you arrive at 20 sub-tokens as input into the BERT model.
The last hidden layer includes an embedding for every single token. Let’s
say the embedding dimension for a token is 768.

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 8February 4, 2025 30 / 46



ICE #2 continued

BERT Embeddings and Emotion Detection

There are 13 words in this input and using word-piece tokenization, you
arrive at 20 sub-tokens as input into the BERT model. The last hidden
layer includes an embedding for every single token. Let’s say the
embedding dimension for a token is 768. For the purpose of emotion
detection - You can either use the CLS token (Start token) embedding
(also called the pooled embedding) or you can take the average of the
embeddings of the tokens in the last hidden layer of BERT. a) What’s the
dimension of the pooled BERT embedding of this particular input example
b) What’s the dimension of the CLS/Start token embedding in this
example? c) what’s the total dimension of the last hidden layer?

1 768, 15630 and 768

2 768, 768 and 768

3 15360, 768 and 15630

4 768, 768 and 15360
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ICE #3

Why does pooling of the output need to be done for sequence
classification (e.g. emotion detection)?

1 Reduces the dimensionality

2 Averages context from all the tokens

3 Computational concerns for training the fine-tuned model

4 All of the above
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Application of SBERT Embeddings to Instacart
Recommendations
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Instacart Recommendations
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Positive Examples

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 8February 4, 2025 35 / 46



High-quality Positive Examples
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Negative Examples
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Model Training Architecture
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System Design
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Breakouts Time #1

Auto-complete — 5 mins

Let’s say you are tasked with building an in-email auto-completion
application, which can help complete partial sentences into full sentences
through suggestions (auto-complete). How would you use what we have
learned so far to model this? What architecture would you use? What
would be your data? And what are some pitfalls or painpoints your model
should address?
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Instacart Auto-Complete and Search Relevance
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Instacart Auto-Complete

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 8February 4, 2025 42 / 46



Instacart Auto-Complete
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Instacart Auto-Complete
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Instacart Auto-Complete and Search Results
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Instacart Diversifying Auto-Complete
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