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House Keeping Items

Office Hours and Review Hours

Assignment 2 will be a Mini-Project 1 assigned today

Mini-Project 1 will come in two main parts and cover embeddings and
semantic search

Two people per team to maximize learning - Spreadsheet for team
pairing to be shared by TAs

Any questions?
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Deep Learning Reference

Deep Learning

Great reference for the theory and fundamentals of deep learning: Book by
Goodfellow and Bengio et al Bengio et al
Deep Learning History
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https://www.deeplearningbook.org/
https://developer.nvidia.com/blog/deep-learning-nutshell-history-training/


Recap from Last time!

Perceptron and Logistic Regression

How can 2-layer NN learn an XOR function

Concepts of right fit, over-fitting and under-fitting

Tensorflow demo
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Multi-Layer Perceptron (MLP)
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Breakout Session: Would ReLU work?

Work in your breakouts

What weights would give a y value > 0.7 for (1, 0), (0, 1) inputs and a
value of y < -0.7 for (0, 0), (1, 1) for the ReLU function?
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The phenomenon of Overfitting
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Computer vision before deep learning
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Computer vision after deep learning
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Feed-forward Deep Learning Architecture Example
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ICE #1

Compute the number of parameters in DNN model

Consider a DNN model with 3 hidden layers where each hidden layer has
1000 neurons. Let the input layer be raw pixels from a 100x100 image and
the output layer has 10 dimensions, let’s say for a 10 class image
classification example. How many total parameters exist in the DNN
model?

1 10 million parameters

2 11 million parameters

3 12 million parameters

4 13 million parameters
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Training a DNN

SGD with mini-batch

SGD mini-batch is the staple diet. However there are some learning rate
schedulers that are known to work better for DNNs - Such as Adagrad
and more recently, ADAM. ADAM adapts the learning rate to each
individual parameter instead of having a global learning rate.

How do we compute gradient in a DNN?

Back-propagation!
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Forward Propagation vs Back-propagation

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 4January 22, 2025 17 / 37



Back Propagation explained
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Back Propagation Summary

Back Prop

Back prop is one of the fundamental backbones of the training modules
behind deep learning and beyond (including for example ChatGPT). What
exactly is back prop? It is just a way to unravel gradient computation in
the neural network. Back prop is how we would compute the gradient in
a neural network.

Back Prop as information flow

It can also be thought of as flow information from the error in the output
(the loss function) down to the weights. Update the weights so we don’t
make this error next time around. Back prop is a way to do gradient
descent in neural networks!
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Good vs Bad Local minima
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Hyper-parameters in Deep Learning

ICE #2: Which of the following is not a hyper-parameter in deep learning?

1 Learning rate

2 Number of Hidden Layers

3 Number of neurons per hidden layer

4 All of the above
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Hyper-parameters in Deep Learning

Hyper-parameters

1 Learning rate

2 Number of Hidden Layers

3 Number of neurons per hidden layer

4 Type of non-linear activation function used

5 Anything else?
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Hyper-parameter tuning methods
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Hyper-parameter tuning methods
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Over-fitting in DNNs

How to handle over-fitting in DNNs

1 A DNN model with 100 million parameters and only 100k data points
or even a million data points will overfit unless we take care of
over-fitting.

2 Weight regularization can help - ℓ1, ℓ2
3 More common over-fitting strategy for DL?

4 Dropouts!

5 Early stopping is also a great strategy! Stop training the DL model
when the validation error starts increasing. How’s this different from
regular validation we were doing earlier??

6 Book by Yoshua Bengio has tons of details and great reference for
Deep Learning!
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Taking care of Over-fitting: Dropouts
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Tensorflow Playground Demo

Tensorflow Playground Demo
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https://playground.tensorflow.org


More DL Architectures

Neural Networks Zoo

Zoo Reference
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https://www.asimovinstitute.org/neural-network-zoo/


More DL Architectures

Neural Networks Zoo

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 4January 22, 2025 30 / 37



Auto Encoders
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ICE #3

PCA vs Auto Encoder

Which of the following statements are true ?

1 Both PCA and Auto Encoders serve the purpose of dimensionality
reduction

2 They are both linear models but one uses a neural nets architecture
and the other is based on projections

3 PCA is robust to outliers while Auto Encoders are not

4 Auto Encoders are as better than Glove Embeddings to find low-dim
embeddings for words
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PCA vs Auto-Encoders
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AutoEncoders and Dimensionality Reduction

Visualization Performance

Auto Encoder Reference Paper
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https://www.cs.toronto.edu/~hinton/science.pdf


AutoEncoders and Dimensionality Reduction

Reading Reference for AE Dimensionality Reduction
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https://web.stanford.edu/class/cs294a/sparseAutoencoder.pdf


AutoEncoders and Dimensionality Reduction

Reading Reference for AE Dimensionality Reduction
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https://web.stanford.edu/class/cs294a/sparseAutoencoder.pdf


AutoEncders Summary

1 Auto-Encoders are a method for dimensionality reduction and can do
better than PCA for visualization

2 Use Neural Networks architecture and hence can encode non-linearity
in the embeddings

3 Anything else?

4 Auto Encoders can learn convolutional layers instead of dense layers -
Better for images! More flexibility!!

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 4January 22, 2025 37 / 37



AutoEncders Summary

1 Auto-Encoders are a method for dimensionality reduction and can do
better than PCA for visualization

2 Use Neural Networks architecture and hence can encode non-linearity
in the embeddings

3 Anything else?

4 Auto Encoders can learn convolutional layers instead of dense layers -
Better for images! More flexibility!!

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 4January 22, 2025 37 / 37



AutoEncders Summary

1 Auto-Encoders are a method for dimensionality reduction and can do
better than PCA for visualization

2 Use Neural Networks architecture and hence can encode non-linearity
in the embeddings

3 Anything else?

4 Auto Encoders can learn convolutional layers instead of dense layers -
Better for images! More flexibility!!

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 4January 22, 2025 37 / 37



AutoEncders Summary

1 Auto-Encoders are a method for dimensionality reduction and can do
better than PCA for visualization

2 Use Neural Networks architecture and hence can encode non-linearity
in the embeddings

3 Anything else?

4 Auto Encoders can learn convolutional layers instead of dense layers -
Better for images! More flexibility!!

(Univ. of Washington, Seattle) EEP 596: LLMs: From Transformers to GPT ∥ Lecture 4January 22, 2025 37 / 37


