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Llama3 Herd

Herd of models including 405B LM, 70B, 8B, 1B 
versions and also Llama Guard 3 for input/

output safety

Reference: https://arxiv.org/pdf/2407.21783

https://arxiv.org/pdf/2407.21783


Llama 3 Herd of Models

Reference: https://arxiv.org/pdf/2407.21783
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Llama3 Architecture



Tokenization



ICE #1

Assume that Llama4 is trained on 40T tokens of data. It has a context 
window of 256k tokens and has a tokenizer vocab size of 108k tokens 

and each token has a token embedding size of 4096. 
What is the number of classes present in the classifier of the LM head to 

generate the next token in auto-regressive decoding? 
a) 256k 
b) 40T 
c) 108k 
d) 128k 
e) 4096 
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ICE #2

Assume that input sentence has 100 words and tokenized into 150 
tokens. The 150 tokens are now assigned a token embedding and 

passed through 64 decoder blocks of Llama model. At the very end, a 
new token is also generated. How many tokens exist right after the 64 

decoder blocks and how many new tokens are generated? 
a) 150,64 
b) 64,1 
c) 1,1 
d) 150,1 
e) 150,150
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ICE #3

Assume that each word in a sentence corresponds to a token (for 
simplicity). Consider the sentence: “The sun rises”. Passing this into 

llama produces the output token as “in”. How many tokens will be 
passed in to the next step of autoregressive decoding and what will the 

expected output? 
a) 3,”east” 
b) 4,”east” 
c) 3,”the 
d) 4, “the” 
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ICE #4

What is the role of KV-cache in the Llama architecture? 
a) To compute attention using query, keys and values 
b) To cache all the model parameters in memory 
c) To speed up computation in the auto-regressive decoding process 
d) To cache intermediate query, token embeddings to be used in the next 

decoding phase 
e) All of the above 
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ICE #5 | LM head

What is the composition of LM head? 
a) Linear transformation + softmax activation 
b) Non-linear transformation + relu activation 
c) Non-linear transformation + softmax activation 
d) Linear transformation + relu activation 



Llama3 Key Features

Context Window: 128k tokens 
Vocab size: 128k tokens 

Training data: 15T tokens 
Decoder blocks: 32 

Positional Embedding: RoPE 



ICE #6

Why is increasing the input context window been a challenge for LLM 
models. Only recently have LLM models increased it from 4000 tokens 

to 100k tokens 
a) Compute increases linearly with context window size 
b) Compute increases quadratically with context window size 
c) Compute increases exponentially with context window size 



Llama2 vs Llama3
7 times larger pre-train data set. 15 Trillion 

Tokens of data ~ 150 million books 
High-quality filters to filter out bad data in 

training - Use Llama2 
Better “data mix” - Trivia, STEM, coding, 

historical knowledge

Larger model means better performance (8B vs 
70B) 

But more data = better performance (also 
avoids over-fitting). Log-linear improvement 

from 200B to 15T tokens



Llama3 vs DeepSeek

Llama3 DeepSeek V3

Parameters 405b 405b with 37b active at 
inference

Architecture Traditional 
Transformers (Decoder)

Transformer with MOE 
and MLA

Context Length 128k tokens 128k tokens

Post Training Instruct FT Instruct FT

RL DPO DPO



Llama3 Benchmarks



Llama 3 Instruct Performance

Reference: https://ai.meta.com/blog/meta-llama-3/

https://ai.meta.com/blog/meta-llama-3/
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