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e
Lots of Due Dates

© Mini-project 1 due March 1st, tomorrow

@ Last conceptual assignment on Deep Learning will be assigned in
couple of days and due in 2 weeks

© Mini-project 2 on Twitter Emotions Analysis and Zero-Shot
Emotion Detection to be posted wednesday and due in 2 weeks -
Can use cutting edge DL models including Transformers for this!

© Last Lecture on March 9th, but project presentations will be in finals
week

© 5 minute team presentations on either of the two mini-projects on
one of two days: March 14th or March 16th

O Pick your slot - 10 team presentations on d March 16th

(Univ. of Washington, Seattle)
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| ast Time

@ Applications in NLP
© State of the art models in NLP
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oday

NLP applications
Evolution of DL models esp. for NLP

Attention and Transformers

Transformer Demo
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De-noising Auto Encoders

Encoder Decoder
Noise
Original Noisy Code Output
Image Input ——
ik
(Univ. of Washington, Seattle) EEP 596: Adv Intro ML || Lecture 16 February 28, 2023 5/65




De-noising Auto Encoders

Original Partially
input destroyed
input

E 0000000 *

(Univ. of Washington, Seattle)

““““““““““““““““““““““““ IdeaIIy they are identical. ------------mmmmmmmmmmmm e

X ~Xx v
Reconstructed
input
Bottleneck!
Encoder Decoder p
9o fo X

An compressed low dimensional
representation of the input.
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De-noising Auto Encoders

eyt —J Encoder »| & > Decoder
8
Output
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De-noising Auto Encoders

7 @A
)
Details ~>
@ Just like an Auto Encoder . )
< =)
Mk,\cml“
4
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De-noising Auto Encoders

Detalls
@ Just like an Auto Encoder

@ Difference: Noise is injected in the inputs on purpose but output is a
clean data point.
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De-noising Auto Encoders

Detalls

@ Just like an Auto Encoder

@ Difference: Noise is injected in the inputs on purpose but output is a
clean data point.

@ This forces the Auto Encoder to “de-noise” data, esp. useful for
images!

@ Esp. useful for a category of objects or images (e.g. digit recognition
or face recognition, etc)

@ De-noising AEs can be used to learn Ware embeddings}
Helps with improving robustness of downstream models

(Univ. of Washington, Seattle)
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I
ICE #1

Unsupervised Learning
Which of these is NOT an example of unsupervised learning?
© Perceptron
© Auto Encoder
© De-noising Auto Encoder
Q K-means++
© None of the above
O All of the above
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S
ML Modeling applications of Auto Encoders

o
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o @ansfcrmer: One of the most popular architectures for
masks is based on @encoder style loss f

function. Given a sentence with masked tokens, predict the masks.
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ML Modeling applications of Auto Encoders

rq(\)')\ M

(1 BERT Transformer One of the most popular architectures for
NLP comprehension tasks is based on auto-encoder style loss
function. Given a sentence with masked tokens, predict the masks.

©@ BART: Another popular architecture for both NLP comprehensmn
gand auto-regressive Language Generation is tralned as a Denoising

AutoEnc

(}kﬁ&w} %
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ML Modeling applications of Auto Encoders

© BERT Transformer: One of the most popular architectures for
NLP comprehension tasks is based on auto-encoder style loss
function. Given a sentence with masked tokens, predict the masks.

©@ BART: Another popular architecture for both NLP comprehension
and auto-regressive Language Generation is trained as a Denoising

AutoEncoder!
© More on BERT and BART when we get to Transformers
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Sequence structure in NLP

Example
| love this car! (Positive Senti@

’VAC> e ———
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Sequence structure in NLP

Example J

| love this car! Positive Sentiment

Example J

I aménotgsure I(Iové this car! Negative Sentiment
- — _— —

(Univ. of Washington, Seattle) EEP 596: Adv Intro ML || Lecture 16 February 28, 2023 11 /65




Sequence structure in NLP

Example
| love this car! Positive Sentiment J
Example
| am not sure | love this@ Negative Sentiment J

==

\9)’ pirvithosl
Example
Iﬁmp}hmk its a bad ﬂ at alll —(Positived Sentiment 1 J

/'/ N J
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AL et
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.
Eequencgtruct@ in NLP

LH £ HLM (\73" [} Vla’f"\ \
Example \é\a’;’f [ MHQM J

| love this car! Positive Sentiment

Example J

| am not sure | love this car! Negative Sentiment

Example
| don't think its a bad car at alll — Positive Sentiment J

Example

Have to carry the context(state) from some-time back to fully
understand what's happening!

LM — Ll}_flji/y/w/oélag [ NSL/L_[‘_’H?
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I
Next Mini Project

Twitter Emotion Analysis

Can you train a model to identify emotions from tweets? E.g. " rdg_’t
know if anything is going right for me these days.” (Sadness/Anger) And
“lwhat if the model is asked about an emotion if it's never seen as a label in
training beforeﬁée\&-shot learning)? E.g. is the previous sentence
connected to the emotion of frustration? (model hasn't seen frustration in
the training ever before). Two kaggle contests for each task will be setup!
(The two tasks are related!)
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Sequence to Sequence Model (LSTM) Applications
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.
Sequence to Sequence Model (LSTM) Applications
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.
Sequence to Sequence Model (LSTM) Applications

<start> @ standing <end>

Pretrained CNN Softmax Softmax Softmax Softmax
using ImageNet dataset T T T T
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S
Applications in Natural Language Processing (NLP)

Applications Cd\)@,é(
@ Topic Modelingj——;? e

/

.
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I
Applications in Natural Language Processing (NLP)

Applications
© Topic Modeling

@ Machine Translation/Language Translation
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Applications in Natural Language Processing (NLP)

Applications
© Topic Modeling

@ Machine Translation/Language Translation

©(Sentiment Analyﬁ
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I
Applications in Natural Language Processing (NLP)

Applications
© Topic Modeling
@ Machine Translation/Language Translation
© Sentiment Analysis

@ Question Answering

———
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Applications in Natural Language Processing (NLP)

Applications
© Topic Modeling
@ Machine Translation/Language Translation
© Sentiment Analysis

@ Question Answering
© Chat bots
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I
Applications in Natural Language Processing (NLP)

Applications
© Topic Modeling
@ Machine Translation/Language Translation
© Sentiment Analysis
@ Question Answering

@ Chat bots

@ Document Summarization

——————

-
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S
Applications in Natural Language Processing (NLP)

Applications
© Topic Modeling

@ Machine Translation/Language Translation

@ Sentiment Analysis >
@ Question Answering
p \—’—'\

@ Chat bots

/_\
@ Document Summarization

@ Many more! lNgL/Pé ,

o
@
138
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opic Modeling

Topic proportions and

Documents .
assignments

Seeking Life's Bare (Genetic) Necessities

IARBOR, NEW YORK

Topics
gene 0.64
dna 0.02
genetic 0.01
life 0.0
evoive 0.01
organise 0.01
brain 0.04
neuron  0.02
nerve 0.0
data 0.0
nusber 0.02
computer 9.01 \\

R—

Figure source: Blei, D. M. (2012). Probabilistic topic models. Communications of the ACM, 55(4), 77-84

@
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Document Summarization — Extractive

Input Article

Marseille, France (CNN) The French
prosecutor leading an investigation into the
crash of Germanwings Flight 9525 insisted
Wednesday that he was not aware of any
video footage from on board the plane.

arseille pros r Bri i
that " so far no videos were used in the crash

investigation . " He added, " A person who
has such a video needs to immediately give it
to the investigators . " Robin\'s comments
follow claims by two magazines, German
daily Bild and French Paris Match, of a cell
phone video showing the harrowing final
seconds from on board Germanwings Flight
9525 as it crashed into the French Alps . All
150 on board were killed. Paris Match and
Bild reported that the video was recovered
\\/from a phone at the wreckage site. ...

(Univ. of Washington, Seattle)

Text

Summarization
Models crash investigation . “ robin \'s
——
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o
=

Abstractive
summarization

Generated summary

Prosecutor : " So far no videos were

: —_—— = ==
used in the crash investigation "

Extractive summary

__/
marseille prosecutor brice robin told cnn
That " so far no videos were used in the

comments follow claims by two
magazines , german daily bild and french

Extractive paris match , of a cell phone video
summarization showing the harrowing final seconds
from on board germanwings flight 9525
,% as it crashed into the french alps . paris
A}:{ match and bild reported that the video

was recovered from a phone at the
wreckage site .

o=

February 28, 2023
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Evaluation Metrics

NLP Mednich
T e St —7 Premonedtd

© ROUGE score: Recall-Oriented Understudy for Gisting Evaluation

@ ROUGE-N: N-gram overlap between two summaries
__/
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I
ICE 42

ROUGE-1

Consider the truth summary and an automated summary of an article from
International Geographic! Find the ROUGE-N score based on finding the
proportion of N-grams in the truth summary that are also in the
automated summary for N = 1.

Truth Summary: A symbiotic relationship exists between these two
species. The cows feed on wild grass and the egrets feed on the tics found
on the surface of the cows.

A&mated Summary: These two species have a symbiotic relationship.
ROUGE-1 =

a) 0.33b) 0.4 ¢c) 0.2d) 0.25
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Evolution of DNN architectures for NLP!

Vbbb

vvvvv
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e
Evolution of DNN architectures for NLP!

LR I )

Feed Forward
NN

Input Layer

Hidden Layer

Output Layer
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Evolution of DNN architectures for NLP!

Feed Forward | ' ' l '
NN Input Layer
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e
Evolution of DNN architectures for NLP!

Feed Forward

NN
RNN
T?: ® r x_r‘:.j ?
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e
Evolution of DNN architectures for NLP!

Feed Forward
o L

Hidden Layer

Output Layer

RNN

® ® ® ® © (- . i
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e
Evolution of DNN architectures for NLP!

1 Add & Norm
£dd & Nom Multi-Head
Feed Attention
Feed Forward F“Wf"’ - Pl
- Add & Norm 7‘),6'(:4)
N N Input Layer Add & Nom Masked -
Multi-Head Multi-Head /
Attention Attention
Hidden Layer A y LY )
S JI\\. £
Output Layer @ Positignal
Encofling
Output
Embedding
utpuis
(shifted right)
RNN —
—

W s D Lodtronly
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ﬁ
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e
Evolution of DNN architectures for NLP!

R

Feed Forward
NN put Layer

Pre-training Fine-Tuning
Hidden Layer — —
Output Layer
RNN
LA R A A (
Lad . (A (A A f~a]
'L@g ® -Lgr ® ©
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e
Evolution of DNN architectures for NLP!

LN T R A

=)
_ &
D& ==
Feed Forward Sentiment
NN Analysis
Hidden Layer
Output Layer
o M %
KIS 8 8¢ ey o
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e
Evolution of DNN architectures for NLP!

| T T S
. “—\l
1 \ 1

Feed Forward
N N Input Layer

Hidden Layer

Extractive
Summarization

Output Layer

Input Article
Marseille, France (CNN) The French Generated summary
prosecutor leading an investigation into the Abstractive __ Prosecutor :* 5o far no videos were
crash of Germanwings Flight 9525 insisted summarization ‘used in the crash investigation *
Wednesday that he was not aware of any
video footage from on board the plane. Extractive summary
Marseille prosecutor Brice Robin told CNN
RN N that * 5o far no videos were used in the crash Toxt marseille prosecutor brice robin told cnn
+%He added, * A person who Summarization that " 50 far no videos were used in the
has such  video needs to immediately give it Models crash investigation . “ robin \'s
to the investigators . * Robin\'s comments comments follow claims by two
follow claims by two magazines, German magazines , german daily bild and french
daily Bild and French Paris Match, of a cell Extractive _____peris match, of a cell phone video
phone video showing the harrowing final summarization showing the harrowing final seconds
O] £| (O] () ® seconds 'mllonb?-‘ Germanwings Flight hofn on boa(d germanwings flight 83
T T hd T 9525 as it crashed into the French Alps . All a3 it crashed into the french alps . paris
] 150 on board were killed. Paris Match and match and bild reported that the video
1A= - L‘;L* A ’_‘J;_}“ A 814 reported that the video was recovered was recovered from a phone at the
i from a phone at the wreckage site. ... wreckage site .
N N ¢ ® d /’
JIAal2)2 J A z z /
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e
Evolution of DNN architectures for NLP!
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LSTM model
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Feed Forward ‘ | ' ‘
NN Input Layer
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Output Layer
- N R‘
T . ® r ® ® ———
LAJ‘I#' A-—#-—;_‘ —_— T
L@E ® —*T»r ® @
JIA|2 z \
at

(Univ. of Washington, Seattle) EEP 596: Adv Intro ML || Lecture 16 February 28, 2023 31/65



e
LSTM with attention

—— XD Decoder

Decoder

h,
Encoder < Encoder 7
(a)' Vanilla|Encoder Decoder Architecture ‘ (b) Attention Mechanism

(Univ. of Washington, Seattle) EEP 596: Adv Intro ML || Lecture 16 February 28, 2023 32 /65



I
ICE 43

RNN vs LSTM
Which of the following statements are NOT true?

© LSTM doesn't have the exploding/vanishing gradients issue as it
occurs in RNNs

@ LSTM applies to sequential language tasks while RNNs applies to
non-sequential language tasks

© LSTM is better than RNN in most language tasks

© LSTMs can be used for machine translation tasks

(Univ. of Washington, Seattle)
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ransformer Archtiecture

On e | it

Probabilities

Softmax
Linear
7
Feed
Forward
r w
Multi-Head
Feed Attention
Forward y Nx
| —
N
p—OI Add & Norm ' Masked
Multi-Head Multi-Head
Attention Attention
L T -
\m— Yy —
Positional ®_® Paositional
Encoding ¢ Encoding
Input Outpul
Embedding Embedding
Inputs Outputs

(shifted right)
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BERT - Bi-directional Encoders from Transformers

KSP Mask LM Ma‘% LM \ NLI /NER /SQuA Start/End Span\
& &®

D ——r—
v (W e [0 ) - () (e () [ )[ten )]

BERT ... ....... . ... w(afs = ’ BERT
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Masked Sentence A Masked Sentence B Question Paragraph
* *
Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training
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S
Embeddings

BER

Input [CcLS] my dog is | cute | [SEP] he | likes || play | ##ing | [SEP]

Token

Embeddings E[CLS] Emy Edog Eis, Ecute E[SEP] Ehe EIikes Eplay EMing E[SEP]
+ + + = L + = + - + +

Segment

Embeddings EA EA EA EA EA EA EB EB EB EB EB
+ -+ -+ - + + -+ -+ += + +

Position

Embeddings Eo El E2 EB E4 ES E6 E7 E8 E9 Elo

(Univ. of Washington, Seattle)
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S
BERT pre-training

Two Tasks
@ Masked LM Model: Mask a word in the middle of a sentence and

have BERT predict the masked word

© Next-sentence prediction: Predict the next sentence - Use both
positive and negative labels. How are these generated?
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S
BERT pre-training

Two Tasks

@ Masked LM Model: Mask a word in the middle of a sentence and
have BERT predict the masked word

© Next-sentence prediction: Predict the next sentence - Use both
positive and negative labels. How are these generated?

|CE: Supervised or Un-supervised? J

© Are the above two tasks supervised or un-supervised?
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S
BERT pre-training

Two Tasks

© Masked LM Model: Mask a word in the middle of a sentence and
have BERT predict the masked word

© Next-sentence prediction: Predict the next sentence - Use both
positive and negative labels. How are these generated?

|CE: Supervised or Un-supervised? J

© Are the above two tasks supervised or un-supervised?

Data set!
English Wikipedia and book corpus documents! J

(Univ. of Washington, Seattle)
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BERT - Bi-directional Encoders from Transformers

|
N/,;/’i/ wm-

— — - -

System MNLI-(m/mm) QQP QNLI SST2 CoLA STS-B MRPC RTE Average
392k 363k 108k 67k 8.5k 5.7k 35k 2.5k -
Pre-OpenAl SOTA 80.6/30.1 66.1 83 932 350 81.0 86.0 617 74.0
BiLSTM+ELMo+Attn  76.4/76.1 648 798 904  36.0 73.3 849 568 71.0
“OpenAI GPT 82.1/81.4 703 874 913 45.4 80.0 823  56.0 75.1
BERTgAse 84.6/83.4 712 905 935 521 85.8 889  66.4 79.6
BERTLARGE 86.7/85.9 721 927 949 605 86.5 893  70.1 82.1
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I
ICE 4

MLM

What's the real point of using masked language models (MLM) as
compared to regular language models (LM). Select ones that apply!

© MLMs are used to learn how words fit together in a sentence

@ MLMs incorporate context from both directions and hence lead to
better embeddings and predictions as compared to LMs

© MLMs are great for complicated language tasks such as QA where
you need to understand the sentence as a whole to give an
appropriate answer to a question
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Document Summarization — BER

Model

Document to be summarized is converted to sentences using

a Spacy Senticizer.

BERT based model
generates a score for
each sentence in the
document.

Input: pairs of sentence
and document
Output: sentence scores

Based Extractive

After scoring, we can
reorder sentences based
on scores, order of
appearance (or other
post processing criteria),
and take top_k
sentences as summary

Extractive Model

score 1

score 2

score 3

scoren

sentence 1
wn
e sentence 2
=%
®
3
o,
N
Document ) sentence 3
M
O
o
2 [N N )
N
sentence n
S>—
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Carbon Footprint of pre-training a Transformer Model!

Common carbon footprint benchmarks

in Ibs of CO2 equivalent

Roundtrip flight b/w NY and SF (1

passenger) ’ 1,984
Human life (avg. 1 year) I 11,023 / \
American life (avg. 1 year) - 36,156 'ldf 'q\wc <

US car including fuel (avg. 1 lifetime) 126,000 3/ /

Transformer (213M parameters) w/ neural

architecture search 626185 |
—

PN
Chart: MIT Technology Review * Source: Strubell et al. - Created with Datawrapper
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Carbon Footprint of pre-training a Transformer Model!

Carbon

Date of Energy footprint

original consumption (Ibs of Cloud compute cost

paper (kWh) CO02e) (Us
Transformer
(65M Jun, 2017 27 26 $41-8§140
parameters)
Transformer
(213M Jun, 2017 201 192 $289-$981
parameters)
ELMo Feb, 2018 275 262 $433-$1,472
BERT (110M )
parameters) Oct, 2018 1,507 1,438 $3,751-$12,571
Transformer
(213M
parameters) Jan, 2019 656,347 626,155  $942,973-$3,201,722
w/ neural
architecture —_—
search ‘J
GPT-2 Feb, 2019 - - $12,902-$43,008

Note: Because of a lack of power draw data on GPT-2's training hardware, the researchers weren't able to calculate its
carbon footprint.

Table: MIT Technology Review « Source: Strubell et al. - Created with Datawrapper

(Univ. of Washington, Seattle) EEP 596: Adv Intro ML || Lecture 16 February 28, 2023 42 /65



ransformers Demo on Paraphrasing Task

© Pre-Training: We don't do pre-training as that's expensive, requires
lots of compute over many days, models have already been optimized
and leaves a huge carbon footprint.

e

(Univ. of Washington, Seattle)
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ransformers Demo on Paraphrasing Task

© Pre-Training: We don't do pre-training as that's expensive, requires
lots of compute over many days, models have already been optimized
and leaves a huge carbon footprint.

@ Fine-Tuning: But we can leverage pre-training so we don't have to
build a model that understands language from sractch. For instance

BERT or ALBERT will do it for us. But needs to be fine-tuned to get
good performance on our task of interest.

\ g
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ransformers Demo on Paraphrasing Task

© Pre-Training: We don't do pre-training as that's expensive, requires
lots of compute over many days, models have already been optimized
and leaves a huge carbon footprint.

© Fine-Tuning: But we can leverage pre-training so we don't have to
build a model that understands language from sractch. For instance
BERT or ALBERT will do it for us. But needs to be fine-tuned to get

good performance on our task of interest.

© Notebook Demo: Let's take a look at how fine-tuning can be done
using Hugging Face Libraries.

(Univ. of Washington, Seattle)
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e
Additional Slides

(Univ. of Washington, Seattle)

EEP 596: Adv Intro ML || Lecture 16 February 28, 2023 44 /65




.
Breakouts Time #1

Auto-complete — 5 mins

Let's say you are tasked with building an in-email auto-completion
application, which can help complete partial sentences into full sentences
through suggestions (auto-complete). How would you use what we have
learned so far to model this? What architecture would you use? What

would be your data? And what are some pitfalls or pain-points your model
should address?

(Univ. of Washington, Seattle)
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BERT - Bi-directional Encoders from

System Dev Test
ESIM+GloVe 51.9 52.7
ESIM+ELMo 59.1 59.2
OpenAl GPT - 78.0
BERTgAsE 81.6 -

BERTLARGE 86.6 86.3
Human (expert)T - 850
Human (5 annotations)’ - 88.0

ransformers

Table 4: SWAG Dev and Test accuracies. THuman per-

formance is measured with 100 samples, as reported in
the SWAG paper.

(Univ. of Washington, Seattle)
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e
Chat Bots

D_o @ % slack €)=
Allo

MESSAGING PLATFORM
kik-
@ last 3 pictures Facebook
‘,lnl-.-t‘::lt’_tw_\‘ - r eated_at DESC
NATURAL LANGUAGE wociut sedis - cacebons
PROCESSING

MACHINE LEARNING BOT LOGIC DMP / DATA LAKE

‘&8 AP FROM PARTNERS

HUMAN INTERVENTION
ACTIONS

INFORMATION SOURCES
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.
Breakouts Time #2

Retrieving Tables with Chat bots — 7 mins

You are building a chat-bot product at your company where queries come
in from customers that own data in your company’s cloud service. Your
chat-bot responds retrieves the right table or combination of tables
(through merge/filter operations) that contains this information or returns
back with follow up questions to get more precise information or get back
with a “Sorry, | don't have that information” response. How would you go
about building a chat-bot like this? What data would you use? What ML
models would you use, would it be supervised or un-supervised learning?
What would be your evaluation metric? How would you test if your chat

bot is accurate in its responses?
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-
Attention Motivation

(Univ. of Washington, Seattle)
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-
First Attention Models

Reference paper

X X X X

Figure 1: The graphical illus-
tration of the proposed model
trying to generate the ¢-th tar-
get word y; given a source
sentence (Z1,Z2,...,ZT).
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https://arxiv.org/pdf/1409.0473.pdf

ransformers Architecture

.
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Position
Encodir
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(Univ. of Washington, Seattle)
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Embedding
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ransformers Architecture

Transformer

Reference: Attention is all you need!

(Univ. of Washington, Seattle)

Output
Probabilities

7
Add & Norm
Feed
Forward
s 1 ~\ | Add & Norm IT:
A Multi-Head
Feed Attention
Forward 7 7 Nx
— ]
Nx Add & Norm
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Multi-Head Multi-Head
Attention Attention
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\— J \_ —
Positional & ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
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Transformer

Reference: Attention is all you need!

Output
Probabilities

Linear

Add & Norm

J

((Add & Norm J«~
2l % M Mutt-Head
Feed Attention
Forward g) Nx
Nix Add & Norm
Add & Norm NiEERed
Multi-Head Multi-Head
Attention Attention
1t t
\§ J . —
Positional A 4 Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Figure 1: The Transformer - model architecture.

ransformers Architecture

Scaled Dot-Product Attention Multi-Head Attention

Concat

Scaled Dot-Product J& h
Attention >
l l l
p- -

[ Linear [ Linear [ Linear

Q K VvV
K Q

MatMul

Figure 2: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention consists of several
attention layers running in parallel.

(Univ. of Washington, Seattle)
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ransformers Architecture

Vision Transformer (ViT) Transformer Encod

A |
Class
Bird
Ball .
Car MLP

|

i
l
l
[
[

1 S
:A/ Norm
I
[

[
[

Transformer Encoder

e (G0 OO D) ) 6 @é

o=

Multi-Head
Attention

[E—

* Extra learnable
[class] embedding [ Linear Projection of Flattened Patches A i A
R | Norm |
\ AT T | \
11 § . I
I Embedded
! Patches

(Univ. of Washington, Seattle) EEP 596: Adv Intro ML || Lecture 16 February 28, 2023 54 / 65



Retrieving Tables from queries

Context

Many a times, we have a Natural Language Query - E.g. "Which quarter
in the past 5 years had the most amount of sales for fashion products”.
From this natural language query, we want to retrieve a data table that is
perhaps the most similar to the query and helps answer the query.

(Univ. of Washington, Seattle)
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Retrieving Tables from queries

Context

Many a times, we have a Natural Language Query - E.g. "Which quarter
in the past 5 years had the most amount of sales for fashion products”.
From this natural language query, we want to retrieve a data table that is
perhaps the most similar to the query and helps answer the query.

y
SQL queries vs Natural Language queries
3 [=ISELECT *
4 FROM dbo.Users u
5 WHERE Location = N'Boise, ID'
6 ORDER BY DisplayName;
200 %
[ Resuts [ Messages 8 Ees
Query 1: Query cost (re
SELECT * FROM [dbo]. [Us:
Missing I: (Impact 9
... I
46 (423%
y

(Univ. of Washington, Seattle)
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able2Vec

Region Release Date Label Release Format
United Kingdom 22 September 2008 Super Records DVD
Ireland pgTitle: Radio:Active pords bVD
secondTitle: Release history
Japan caption: Release history fax DVD
Argentina I8 VIay 2009 %Ml Music Digital Download
Singapore 12 June 2009 Warner Music DVD
Spain 1 December 2009 EMI Music Spain Digital Download

(Univ. of Washington, Seattle)
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e
able2Vec

Embedding a Table?
© Identify key entities in a table - E.g. headers and key words

© Approach 1: Take a weighted average of these entity embeddings and
call it the Table embedding

© Approach 2: Pass the key entities in the table through a sequence
model and generate a Table embedding.

@ Other approaches?
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I
Query to a Table

Given a Natural Language query, how could you fuzzy match tables to a
query?

@ Get a query embedding

(Univ. of Washington, Seattle)
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I
Query to a Table

Given a Natural Language query, how could you fuzzy match tables to a
query?

@ Get a query embedding
@ Get a table embedding

(Univ. of Washington, Seattle)
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I
Query to a Table

Given a Natural Language query, how could you fuzzy match tables to a
query?

@ Get a query embedding
@ Get a table embedding

© Use an appropriate metric to do the matching!

(Univ. of Washington, Seattle)
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ICE +#5

What similarity metric would be appropriate to match a query with a
table, given embeddings for both that are constructed out of word/entity
embeddings?

© Jaccard Similarity
@ Ranking Similarity
© Cosine Similarity
@ Sentence Similarity

(Univ. of Washington, Seattle)
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I
ICE 46

Let's say we want to automatically convert a Natural Language Query
to a SQL query. E.g. “Which quarter in the past 5 years had the most
amount of sales for fashion products” to “SELECT ... FROM ... WHERE
... What kind of deep learning architecture would support this problem?

@ Siamese Network
Q@ LSTM to LSTM sequence model
© BERT model

@ Feed Forward Neural Network

(Univ. of Washington, Seattle)
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e
Chat Bots

D_o @ % slack €)=
Allo

MESSAGING PLATFORM
kik-
@ last 3 pictures Facebook
‘,lnl-.-t‘::lt’_tw_\‘ - r eated_at DESC
NATURAL LANGUAGE wociut sedis - cacebons
PROCESSING

MACHINE LEARNING BOT LOGIC DMP / DATA LAKE

‘&8 AP FROM PARTNERS

HUMAN INTERVENTION
ACTIONS

INFORMATION SOURCES
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|dentifying bad actors from social media messages

Context

When messages on social media can spew hate or be inappropriate - Can a
model be learned to classify them as inappropriate? E.g.

@ You are f**** annoying me right now."

(Univ. of Washington, Seattle)
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|dentifying bad actors from social media messages

Context

When messages on social media can spew hate or be inappropriate - Can a
model be learned to classify them as inappropriate? E.g.

@ You are f**** annoying me right now."

@ “If you don't follow up on what we discussed, then things may not
look so good for you.”

(Univ. of Washington, Seattle)
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I
Breakouts Time #3

Identifying inappropriate speech (7 mins)

Think of a simple baseline model that can help you identify a
message/sentence on social media as inappropriate. When would this
baseline model work? When would it fail? What deep learning architecture
can help you fix the baseline model? What data would you use for your
model? How would you gather the data for training? What do the inputs
and labels look like? What are some evaluation metrics that can be used
to measure the success of your models?
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e
Extra Slides

(Univ. of Washington, Seattle)
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Breakouts Time 1

5 mins

Discuss in your groups what are some real-world applications of any or
many of the Auto Encoder Architectures we discussed so far you can think
of in your area of work or in a standard context e.g. images.
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