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todo-list

1 Transformers arch - Canva diagram - Have students answer

2 Encoder-Encoder Architecture and Two-Tower Architecture

3 Ask students to engage on this

4 How to get sentence encoding from bert?

5 Sentence BERT - Overcome limitations of BERT

6 Instacart Transformers Use-case

7 MRPC notebook finish if time permits
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Today

Transformers Architectures Recap

Encoder-Encoder/Siamese Networks and Two-Tower Architecture

Sentence Transformer - Sentence BERT or SBERT

Instacart Recommendations using Transformers
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Fine-Tuning Transformers for down-stream tasks

A methodology for fine-tuning transformers for classification tasks
1 Pick Base pre-trained Architecture: Pick a base pre-trained

architecture as a starting point for your fine-tuning. Example:
bert-base-uncased is one such pre-trained model that can be
loaded through Hugging Face Transformers Library

2 Extract output from pre-training: How do you want to use the
output from pre-training going into fine-tuning? a) Extract
embedding from the first token, CLS b) Average embeddings of all
tokens as a starting point (mean pooling).

3 Add fine-tuning layers: Add fine-tuning layers on top of the
pre-trained layers. Example, starting with the pooled embeddings,
construct one or more dense layers (Feed-Forward NN style) to
extract finer representations of the input. Add the output layer and
its activation (typically softmax for classification tasks).

4 Set training schedule, hyper-parameters, etc: Set up optimizer
(e.g. ADAM), hyper-parameters, training schedule, etc for training.

(Univ. of Washington, Seattle) EEP 596: Adv Intro ML ∥ Lecture 19 March 10, 2023 4 / 26



Fine-Tuning Transformers for down-stream tasks

A methodology for fine-tuning transformers for classification tasks
1 Pick Base pre-trained Architecture: Pick a base pre-trained

architecture as a starting point for your fine-tuning. Example:
bert-base-uncased is one such pre-trained model that can be
loaded through Hugging Face Transformers Library

2 Extract output from pre-training: How do you want to use the
output from pre-training going into fine-tuning? a) Extract
embedding from the first token, CLS b) Average embeddings of all
tokens as a starting point (mean pooling).

3 Add fine-tuning layers: Add fine-tuning layers on top of the
pre-trained layers. Example, starting with the pooled embeddings,
construct one or more dense layers (Feed-Forward NN style) to
extract finer representations of the input. Add the output layer and
its activation (typically softmax for classification tasks).

4 Set training schedule, hyper-parameters, etc: Set up optimizer
(e.g. ADAM), hyper-parameters, training schedule, etc for training.

(Univ. of Washington, Seattle) EEP 596: Adv Intro ML ∥ Lecture 19 March 10, 2023 4 / 26



Fine-Tuning Transformers for down-stream tasks

A methodology for fine-tuning transformers for classification tasks
1 Pick Base pre-trained Architecture: Pick a base pre-trained

architecture as a starting point for your fine-tuning. Example:
bert-base-uncased is one such pre-trained model that can be
loaded through Hugging Face Transformers Library

2 Extract output from pre-training: How do you want to use the
output from pre-training going into fine-tuning? a) Extract
embedding from the first token, CLS b) Average embeddings of all
tokens as a starting point (mean pooling).

3 Add fine-tuning layers: Add fine-tuning layers on top of the
pre-trained layers. Example, starting with the pooled embeddings,
construct one or more dense layers (Feed-Forward NN style) to
extract finer representations of the input. Add the output layer and
its activation (typically softmax for classification tasks).

4 Set training schedule, hyper-parameters, etc: Set up optimizer
(e.g. ADAM), hyper-parameters, training schedule, etc for training.

(Univ. of Washington, Seattle) EEP 596: Adv Intro ML ∥ Lecture 19 March 10, 2023 4 / 26



Fine-Tuning Transformers for down-stream tasks

A methodology for fine-tuning transformers for classification tasks
1 Pick Base pre-trained Architecture: Pick a base pre-trained

architecture as a starting point for your fine-tuning. Example:
bert-base-uncased is one such pre-trained model that can be
loaded through Hugging Face Transformers Library

2 Extract output from pre-training: How do you want to use the
output from pre-training going into fine-tuning? a) Extract
embedding from the first token, CLS b) Average embeddings of all
tokens as a starting point (mean pooling).

3 Add fine-tuning layers: Add fine-tuning layers on top of the
pre-trained layers. Example, starting with the pooled embeddings,
construct one or more dense layers (Feed-Forward NN style) to
extract finer representations of the input. Add the output layer and
its activation (typically softmax for classification tasks).

4 Set training schedule, hyper-parameters, etc: Set up optimizer
(e.g. ADAM), hyper-parameters, training schedule, etc for training.

(Univ. of Washington, Seattle) EEP 596: Adv Intro ML ∥ Lecture 19 March 10, 2023 4 / 26



Transformers Use-Cases Over-view
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Use-Cases for Two Tower Architecture
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Two-Tower Architecture
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Sentence BERT

(Univ. of Washington, Seattle) EEP 596: Adv Intro ML ∥ Lecture 19 March 10, 2023 8 / 26



Pooling Strategy for SBERT
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Sentence BERT Cosine Similarity Results
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SentEval DataSets
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Sentence BERT on SentEval Results
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Breakout

Given all the architecutures and knowledge of embeddings that we have
discussed so far in class - Discuss your approaches for Kaggle 1 and Kaggle
2 tasks. Let’s say you have an approach for Kaggle 1 contest. You have
put in your submission for the leaderboard. Can you leverage your model
for Kaggle 1 with add ons/creativity to do zero-shot learning in Kaggle 2?
Remember, in Kaggle 2 - The input includes labels the model hasn’t seen
yet in training!
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Instacart Recommendations
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Positive Examples
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High-quality Positive Examples
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Negative Examples
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Model Training Architecture
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System Design
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Instacart Auto-Complete
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Instacart Auto-Complete
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Instacart Auto-Complete
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Instacart Auto-Complete
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Instacart Auto-Complete and Search Results
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Instacart Diversifying Auto-Complete
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Fine-Tuning BERT for Sentence Paraphrasing Demo

Demo Notebook available on course page
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